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In order to meet the demands of low-power real-time audio
signal processing, we present a programmable array of bandpass
filters using floating-gate transistors. This bank of analog band-
pass filters can be placed before an analog-to-digital converter to
perform a frequency decomposition of an audio signal and also
allow for analog preprocessing before being transformed into the
digital domain. Individual filter taps can easily be tuned to any
given frequency and bandwidth because capacitively coupled cur-
rent conveyers (C's) are used with floating-gate transistors as bi-
asing elements. Offsets and mismatches within the circuit elements
are shown to be inconsequential because they can be accounted for
and programmed out.

As portable electronics continue to advance, greater signal pro-
cessing is required at lower power and at faster rates. While dig-
ital systems and DSPs are highly programmable and easy to use,
the high power consumption quickly drains batteries and the slow
processing can exclude these from real-time situations. However,
instead of looking to the digital world for all of life’s answers,
analog blocks should be used when there are clear advantages.
Specifically, MOSFETs running in the subthreshold regime can
be used to create extremely low-power, continuous-time systems.
Plus, with the addition of floating-gate MOSFET's within this ana-
log circuitry, these analog systems take on one of the main charac-
teristics of digital circuitry — ease of use through programmability.

In this paper, we present a bank of programmable bandpass
filters utilizing low-power analog circuits. Since floating-gate de-
vices are used for biasing elements, the individual filter taps can
be programmed to have any arbitrary spacing and bandwidth.

By programming the filter bank to have exponentially spaced
center frequencies with narrow bandwidths and moderate reso-
nance, an input signal is broken down into its respective frequency
components. This type of filter bank is extremely useful in sig-
nal processing applications in which the specific algorithm is per-
formed on individual subbands of the input signal, as is often done
in auditory processing [1], [2].

Several versions of this programmable array of bandpass fil-
ters have been fabricated. All data in this paper were obtained
from 0.5pm processes available through MOSIS.

1. ANALOG AUDIO PROCESSING ADVANTAGES

The tendency in the signal processing realm for dealing with in-
coming audio signals is immediately passing the analog audio sig-
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Fig. 1. (a) Collaborative analog and digital signal processing blurs the
boundary of where to place the conversion from analog to digital. Per-
forming some of the signal processing with low-power real-time analog
circuitry alleviates some of the burden of the DSP allowing the DSP to
perform more complex computations or a smaller DSP to be used. (b) The
analog signal processing (ASP) block we present in this paper consists of
an array of programmable bandpass filters (shown in grey). Further signal
processing can be performed on each subband signal before either recom-
bining them or sending them through small ADCs and then on to the DSP.

nal to an analog-to-digital converter (ADC) so that the signal can
be manipulated digitally. Typically, the FFT of the signal is per-
formed digitally so that the individual subbands can be manipu-
lated. Digital signal processing is invoked as early as possibly
since it has many advantages, and the greatest is the ease of pro-
gramming a digital system to meet the given requirements. Typi-
cally, the FFT of the signal is one of the first digital computations
so that the individual subbands can be manipulated.

However, there is another option which is to introduce an ana-
log system that does more than simply convert a signal into a dig-
ital version as soon as possible. By placing an analog signal pro-
cessing block immediately before an ADC, as is shown in Fig. 1a,
much of the processing can be done with the low-power and real-
time computation of analog circuitry. This, therefore, alleviates a
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large portion of the digital circuitry’s burden. The overall system
can either have a smaller digital processing block than was previ-
ously required, or it can have the same size digital block allowing
for more functionality since the basic processing has already been
conducted in analog.

Many options exist for an analog signal processing block. How-
ever, if frequency decomposition is possible with analog circuitry,
then this is a clear choice for the front end analog block. In addi-
tion, more signal processing could be performed with analog cir-
cuits on the subband signals before they are recombined or sent
through individual, smaller ADCs, as is illustrated in Fig. 1b.

In order to build a useful analog frequency-decomposition block,
a bank of bandpass filters has to be created in which the basic band-
pass filter element must be relatively small so that it can be placed
in an array, the bandpass element must be easily tunable so that
multiple elements can cover the entire auditory spectrum, and the
center frequencies of the bandpass elements must follow an or-
derly spacing. Typically, for frequency decomposistion, exponen-
tial spacing is desired. Having a moderate amount of resonance
(Q ~ 30) is also desirable for better isolation of the center fre-
quency. The rest of this paper discusses how we have gone about
designing and building this type of programmable bandpass array.

2. TUNABLE BANDPASS FILTER ELEMENT

The filter used in the programmable filter array is based on the
capacitively coupled current conveyer (C*) that has been presented
[3] and characterized [4] elsewhere and is shown in Fig. 2a. A
summary of the C* is as follows.

The C* is a capacitively based bandpass filter with electroni-
cally tunable corner frequencies that are independent of each other.
The frequency response of the C* is governed by

Vour _ C1 sTi(1 — s7y) 0
Vin C2 21,7 + s(m + Tf(n%; -1)+1
where the time constants are given by
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and the total capacitance, C'r, and the output capacitance, Co,
are defined as Cr = Cy + Cy + Cw and Co = Cs + Cfp.
The currents I, and I, are the currents through M2 and M3,
respectively in Figure 2a. With normal usage, 77 is so fast that
the zero it produces lies far outside of the operating range. Hence,
the C* takes on the form of a bandpass filter within the region
of interest with 20 dB/decade slopes outside the passband. The
midband gain is —C'1 /Cs.

Removing the feedback capacitor C2, a configuration called a
vanilla C*, transforms the C* into a high-gain filter with a much
larger Q peak value [4]. The C*SOS, shown in Fig. 2b, is simply
cascade of two vanilla C*s isolated by a buffer. By tuning each
of the vanilla C*s comprising the C*SOS to have identical time
constants, the overall response of the C*SOS has +40 dB/decade
slopes outside the passband and a potentially large () peak. Tuning
of the bias currents is accomplished by programming floating-gate
transistors to the desired current which are shown in Fig. 2b as
current sources.

3. FLOATING-GATE PROGRAMMABILITY

A single floating-gate element is shown in Fig. 3a. Simply put,
a floating-gate transistor is a MOSFET device with only capaci-
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Fig. 2. (a) Capacitively coupled current conveyer (C%). (b) C* second-
order section (C*SOS). (¢) Magnitude frequency responses illustrating the
functionality of the C* and the C*SOS.

tors connected to the gate. Charge on the gate is fixed due to the
oxide surrounding and insulating the gate. Hence, any charge on
the gate is responsible for establishing the amount of current flow-
ing through the transistor. While the charge on the gate will not
change on its own, that amount of charge can be modified by three
processes — UV photo injection, electron potential boring, and hot
electron injection — and the last two are the primary means of pro-
gramming floating-gate circuits.

Electron potential boring is also known as tunneling. Through
this process, a very large voltage is placed on the tunneling ca-
pacitor that is shown in Fig. 3a. As this large tunneling voltage is
increased, the effective width of the barrier is decreased. This can
allow some electrons to breach the gap without adversely affecting
the insulator. Through this process, electrons can be removed from
the gate in a controlled manner.

Hot electron injection has two requirements. First, there must
be an appreciable amount of current flowing through the device.
Second, there must be a large source-to-drain voltage. When both
of these criteria are met, holes in a pFET that are flowing through
the channel can build up sufficiently large enough energy to impact
ionize an electron-hole pair. The electron can have enough energy
to pass through the insulator and onto the floating gate. Therefore,
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Fig. 3. (a) A floating-gate pFET transistor. (b) The architecture used for
programming arrays of floating-gate devices. Two conditions must exist
for injection to occur: (1) a high source-to-drain field to make the electron
“hot” and (2) a channel for device current to flow. Because these conditions
can be created orthogonally to each other with source-to-drain voltage and
gate voltage (to modulate the channel), a single element can be selected for
injection or measurement.

hot-electron injection is responsible for putting electrons onto the
floating gate in a controlled manner.

To program a large amount of floating-gate devices, as would
be required for a programmable filter bank, the floating-gate tran-
sistors are arranged in an array for ease of programming as is
shown in Fig. 3b [5], [6]. Tunneling can be used to program
currents accurately, but selectivity is not completely controllable.
When one element is tunneled, all the other devices in the array
will have their charge altered. As a result, the tunneling operation
is reserved for “erasing” charge that is already on the floating gate
and not for very accurate programming.

However, hot electron injection allows complete selectivity of
an individual element. Hence, injection is used for precise and
accurate programming of floating-gate arrays [6]. The method of
programming by injection is depicted in Fig. 3b and is explained
as follows. After selecting a specific floating-gate device, all the
columns not containing that device have their gate lines connected
to Vpp. Then all the drains of the rows not containing the selected
element are connected to Vp p, as well. Therefore, the gates or the
drains or both of all the non-selected elements are connected to
Vb p ensuring that no appreciable current will flow in any of the
other devices, thus meaning that they cannot be injected, and their
floating-gate charge cannot be changed. A voltage can be supplied
to the input of the selected element, allowing current to flow. Fi-
nally, the drain of the selected element is pulsed down so that the
source-to-drain voltage is temporarily large. The two criteria for
injection are met, so electrons will be added to the floating gate of
the selected element. Any such element in the array can be chosen
and programmed, and when all the currents have been set to the
desired values, the terminals of the transistor are connected to the
rest of the circuit in which they are operating as fully functional
transistors.

4. PROGRAMMED FILTER BANK
An array of 32 C*SOSs was fabricated with a 0.5sm process avail-

able through MOSIS. While the bandpass filter elements can be
programmed to any desired center frequency spacing and band-
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Fig. 4. Array of 32 programmable vanilla C*s (a) Original array [7] us-
ing large resistive line to bias the transistors. (b) New array in which the
time constants are set by floating-gate transistors that were programmed
with exponentially spaced corner frequencies within 95% accuracy. This
programmed array shows a marked improvement over the original, non-
programmable array.

width, we will use the example of exponentially spaced center
frequencies with narrow bandwidths and moderate Qs as this is
a highly advantageous configuration in audio signal processing.
This type of configuration closely models the biology of the hu-
man cochlea, and it lends itself to allow subbands of frequency to
be independently manipulated since real-time frequency decom-
position is occurring.

Figure 4 shows the frequency response of each of the 32 filter
taps. Only the output from the first stage (a single C*) is shown.
These filters were programmed so that the I,;s and s for each
filter tap had exponentially spaced currents that were programmed
within 95% of their desired values.

Figure 4b illustrates a fundamental design issue with analog
circuits. No matter how accurately biases can be set, circuit perfor-
mance is affected by mismatches that occur during the fabrication
process. The 32 traces from the programmable bandpass array are
monotonically spaced, which is a difficult task and has only been
overcome by very clever circuit design [8]. In contrast, this mono-
tonicity and spacing was simply programmed by the floating-gate
biases. However, inspection of Fig. 4b shows that corner frequen-
cies are not perfectly spaced. This is of no concern, though, be-
cause these errors due to mismatch of transitor and capacitor sizes
can be simply programmed out with the floating gates.

In order to determine the exact bias current that should be pro-
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Fig. 5. Example of applying correction factor to (a) high frequency (b)
low frequency corners. The correction factor is calculated as a ratio of the
actual time constant to the desired time constant and is used in determin-
ing the correct bias current to program. In the case of the high frequency
corner, the target corner frequency was 2.0 kHz; after one correction step,
the corner frequency was measured as 1.93 kHz — a 4% error which was
within the 5% tolerance characteristic of the programming algorithm.

grammed into each floating gate of a C*, a measure of the total
effective mismatch within a filter must be obtained. The process
of calculating and using this correction factor is as follows. Us-
ing the time constant equations and estimated values for the de-
vice constants and capacitances, an initial current is programmed
into each bias point so that the upper and lower corner frequencies
are widely spread and do not influence each other. The magni-
tude of the frequency response for the filter is then measured. The
time constants can then be easily extracted by transforming these
data and performing a linear regression. The transformation for
highpass and lowpass responses (and thus low and high corners,
respectively) can be written as follows:

=ty L L, 1
Y= 2 T HGw)E T A2 T 2Az

1 1 z
yr(z=0?) = = s+ @)

|H(jw)[? A2~ A
where A is the passband gain. Using the extracted frequency re-
sponse parameters, a correction constant is calculated as a ratio of
the actual time constant and the target time constant. This correc-
tion factor is then multiplied with the original target current and
the floating-gate devices are reprogrammed.

This method of estimation and correction has proven very suc-
cessful. Data from a programmable C* circuit fabricated through
MOSIS are shown in Fig. 5. The plots show both the original
and the corrected frequency response curves of the low and high
frequency corners. After the correction factor had been applied,
the new corner frequencies were within the 5% tolerance allowed
for in the programming algorithm. Increasing the accuracy of the
programming algorithm would result in further increases in the ac-
curacy of the tuning algorithm.
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Fig. 6. The output of the middle subbands for a speech signal.

5. CONCLUSION

We have shown that an array of analog bandpass filters can be
highly programmed by floating gates. This type of filter bank is
extremely useful in audio signal processing where frequency de-
composition is desirable. Figure 6 shows the output of the filter
bank for a speech data file where the output of each filter tap was
obtained in real time while the array was running at only the very
low power required by subthreshold MOSFETs.
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