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A Low-Power Magnitude Detector for Analysis of
Transient-Rich Signals

Brandon Rumberg, Student Member, IEEE, and David W. Graham, Member, IEEE

Abstract—Magnitude detection, such as envelope detection or
RMS estimation, is needed for many low-power signal-analysis
applications. In such applications, the temporal accuracy of the
magnitude detector is as important as its amplitude accuracy. We
present a low-power audio-frequency magnitude detector that
simultaneously achieves both high temporal accuracy and high
amplitude accuracy. This performance is achieved by rectifying
the signal with a high-ripple peak detector and then averaging
this rectified signal with an adaptive-time-constant filter. The
time constant of this filter decreases with increasing amplitude,
enabling the filter to quickly respond on a short time scale to
transients, while steady-state ripple is averaged on a longer time
scale. The circuit has been fabricated in a 0.18 m CMOS process
and consumes only 1.1 nW–1.08 W when tuned for operation
from 20 Hz–20 kHz. It exhibits a dynamic range of 70 dB across
typical speech frequencies.

Index Terms—Analog processing circuits, CMOS integrated
circuits, continuous-time circuits, envelope detectors, magnitude
detectors, nonlinear dynamic circuits, peak detectors, ultra-low
power.

I. INTRODUCTION

M AGNITUDE-DETECTION circuits—such as en-
velope detectors, peak detectors, and RMS-to-DC

converters—produce an estimate of a signal’s magnitude and
are thus important elements in communications transceivers
[1], automatic gain control systems [2], and analog spectral
analyzers [3]–[7]. Since the magnitude is a time-varying quan-
tity, the accuracy of a magnitude detector has two components:
amplitude accuracy and temporal accuracy. Traditionally, the
design emphasis of magnitude circuits has been on amplitude
accuracy; however, temporal accuracy is crucial when the
magnitude changes quickly relative to the frequencies of the
underlying carrier signal, such as in speech signals [8]. Thus,
temporal accuracy is important in audio-processing systems,
including ultra-low-power (ULP) applications such as bionic
ears [7], [9] and event detectors for wakeup applications [10].
Existing digital signal processing techniques for temporal
accuracy use non-physical, non-causal filters that require pow-
erful processing and non-stop data conversion, thereby limiting
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Fig. 1. (a) Schematic of ourmagnitude detector. (b) Block diagram of an analog
spectral-analysis system.

their use in ULP systems. Discrete-time analog circuits have
also been explored to achieve good temporal accuracy [11];
however, the power level and the sampled-data representation
are inappropriate for many ULP signal-analysis systems. In this
paper, we present an ULP continuous-time magnitude detector
that has been designed with an emphasis on temporal accuracy,
while still achieving high amplitude accuracy.
Fig. 1(a) shows our magnitude detector, wherein a rectifying

nonlinearity provides an initial estimate of the signal’s magni-
tude and then a low-pass filter averages this estimate to obtain
the final smooth magnitude estimate. For the rectifying non-
linearity, we have developed a voltage-mode asymmetric inte-
grator. This circuit’s asymmetry causes the average level of its
output to shift in proportion to the input magnitude, thereby pro-
viding a magnitude estimate that is superimposed with a ripple.
This ripple is then smoothed by a nonlinear low-pass filter with
an adaptive time constant. We have designed this filter’s non-
linearity such that its time constant shrinks in response to large
input-output differential signals, thereby reducing the integra-
tion window in order to follow transients more closely, while
maintaining a long time constant for small signals in order to
retain good ripple suppression.

0018-9200/$31.00 © 2012 IEEE
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Fig. 2. (a) Tradeoff between a response with low ripple and a response with high temporal accuracy. (b) Comparing the temporal accuracy of three magnitude-
detection architectures, each with 1% ripple. “Overlayed Responses” shows the improved temporal response achieved by our adaptive-time-constant filter. All plots
in this figure are from numerical simulations of the equations discussed in Sections III and IV.

The remainder of this paper is organized as follows. In
Section II, we discuss the application-space of our circuit
and describe the high-level design approach. In Sections III
and IV, we present the asymmetric integrator and the adap-
tive-time-constant filter, respectively. Then, in Section V, we
combine the subcircuits into the complete magnitude detector
and present our experimental results. We have fabricated this
circuit in standard 0.18 m, 0.35 m, and 0.5 m CMOS
processes. Unless otherwise noted, all plots are measurements
from the 0.18 m circuit.

II. MAGNITUDE DETECTOR ARCHITECTURE

A common application environment for magnitude detectors
is within audio- and vibration-processing systems. For example,
a standard first step in such systems is spectral analysis, which
can be implemented in low-power analog circuits to make an
efficient real-time sensor-processing front-end [12]–[14]. Such
a spectral analysis front-end can be combined with other analog
processing circuits to create an entire ULP system (such as for
implantable electronics), or the front-end can be used as an
event detector to wake up a higher-power back-end, thus re-
ducing system-level power consumption [10]. Analog spectral-
analysis systems typically consist of a bank of filters that decom-
pose the signal into frequency components [4]–[7], followed
by subband processing blocks, such as magnitude detectors for
extracting the magnitude of the spectrum [15]–[17], as illus-
trated in Fig. 1(b). Adaptation is also often used to increase the
dynamic range of the system, either by using automatic gain
control on the pre-filtered signal [7] or by adapting the gain/Q
in individual subbands. Such adaptation is typically based on
the signal’s magnitude, and therefore requires a magnitude de-
tector. In addition to needing to respond quickly to changes in
the signal, magnitude detectors for these applications require a
smooth/low-ripple magnitude estimate, since ripple adds uncer-
tainty to the estimate.
Magnitude detectors for these types of applications are typi-

cally peak/envelope detectors which extract the envelope of the
waveform by finding local maxima and then providing a slow
decay between individual peaks. This operation is illustrated

in Fig. 2(a), which shows numerical simulations of a peak de-
tector responding to a speech input. As can be seen in Trace
(i), a peak detector with a slow decay provides a smooth enve-
lope of the waveform. However, the slow decay rate causes the
peak detector to respond too slowly to decreases in the input’s
magnitude, therebymasking low-amplitude content that follows
high-amplitude content. This temporal masking loses informa-
tion about the signal, which is unacceptable for analysis applica-
tions. Setting a faster decay rate, as shown in Trace (ii), enables
the peak detector to track the decreases in amplitude, but the
output has too much ripple to be useful as a magnitude estimate.
Consequently, a tradeoff exists between a smooth/low-ripple re-
sponse and being able to quickly track signals so that informa-
tion is not lost. To address this tradeoff, we have developed an
adaptive-time-constant low-pass filter that is able to operate on
a high-ripple output of a peak detector (similar to Trace (ii))
to provide a low-ripple output with good temporal accuracy, as
shown in Trace (iii). This filtered output is a scaled version of
the envelope, prompting the term magnitude detector instead of
peak/envelope detector.
To illustrate that an adaptive-time-constant filter is needed to

simultaneously achieve a low-ripple output and a good temporal
response, we provide the numerical simulations of Fig. 2(b).
This figure demonstrates the “acquire times” for different mag-
nitude architectures, each of which provide 1% ripple. Low-
ripple operation can be achieved with a standalone peak detector
by slowing down its operation and using its inherent integra-
tion; however, the resulting response has a long acquire time
and responds slowly to changes in the envelope of the input, as
shown in Trace (2). The acquire time can be improved by cas-
cading a low-pass filter with a peak detector, where the peak de-
tector is biased to respond quickly to rising/falling signals and
the low-pass filter is used to smooth the ripple; this response
is shown in Trace (3). While the acquire time is improved for
the downward step, the upward step response is limited by the
filter’s time constant, which is longer than the peak detector’s
attack time constant in order to achieve low ripple. To improve
the acquisition time while still achieving low ripple, we need a
filter that adjusts its time constant based on the amplitude of the
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Fig. 3. (a) Peak detector with a constant decay-rate. (b) Our peak detector with a time-constant decay. (c) Comparing the constant decay-rate and time-constant
decay peak detectors. For a fair comparison, the measurements were taken from circuits fabricated on a 0.5 m CMOS process, since that is the only process in
which we have fabricated the constant decay-rate peak detector.

signal. To accomplish this, we have developed a nonlinear filter
with an adaptive time constant. When the amplitude changes,
the integration window shrinks to track more quickly; when in
the steady state, the time constant returns to a larger value to
suppress the ripple. This operation is demonstrated in Trace (4)
where the increasing amplitude is followed more quickly than
for the linear filter in Trace (3). This nonlinearity in the filter
helps the magnitude circuit to achieve better temporal respon-
siveness and still achieve low ripple in the steady state.
In summary, our magnitude detector [Fig. 1(a)] consists of

an asymmetric integrator followed by an adaptive-time-constant
filter. In the remainder of this paper, we describe these two sub-
circuits in detail and show the results of the complete magnitude
detector circuit.

III. PEAK DETECTOR

In this Section, we present a voltage-mode peak detector that
provides an initial estimate of a signal’s magnitude. This cir-
cuit has tunable attack and decay integration rates, allowing it
to be used as an asymmetric integrator. By setting the attack rate
faster than the decay rate, the average level of the output shifts
in proportion to the amplitude of the input signal, thereby pro-
viding a measure of the signal’s magnitude. Due to its tunability,
this circuit can be biased to extract any fraction of the input en-
velope (such as the full envelope or for RMS detection)
and with any amount of ripple. In this Section, we describe the
development of this peak detector circuit, analyze its operation,
and provide a design procedure to allow it to be used in the larger
magnitude-detector circuit.

A. Overview of the Peak Detector Circuit

Fig. 3(a) shows a common voltage-mode CMOS peak de-
tector topology [18]–[20] that is based on a peak-detect-and-
hold circuit [21] but with the reset transistor replaced by the
constant-current sink, . In this circuit, the currentmirror half-
wave rectifies the output current of the operational transconduc-
tance amplifier (OTA) onto the capacitor, causing the circuit to
act as a follower when (i.e., the attack phase), as-
suming that the transconductance is large; reducing
causes the circuit to act as a follower-integrator during the attack
phase with an attack time constant . When

(i.e., the decay phase), no current flows through ,
and the capacitor discharges through , causing the output
voltage to decrease at a constant rate. The response of the circuit
to downward steps of varying sizes is shown in Fig. 3(c), which
illustrates that the circuit has a constant decay-rate regardless
of the step size. Unfortunately, this circuit cannot be biased for
both good dynamic range and good temporal performance. For
example, a very slow decay rate must be used in order to detect
small signals and provide some amount of “holding” instead of
simply following the small downward steps [see the first down-
ward step in Fig. 3(c)]. However, using this same slow rate for
large signals results in very long acquire times, thereby limiting
the circuit’s temporal response.
A precision magnitude detector, however, should produce a

magnitude estimate that is amplitude invariant and has low tem-
poral error. To accomplish these requirements, we have altered
the peak detector of Fig. 3(a) to decay with a time constant, re-
sulting in the circuit of Fig. 3(b). The operation of the lower
half of the circuit mirrors that of the top half, causing the cir-
cuit to follow downward-going signals with time constant

. The amplitude-dependent decay is demonstrated
in Fig. 3(c), showing that it provides an appropriate decay over a
much larger range of steps than the constant decay-rate version.
The circuit is typically biased with to extract the
positive magnitude, and it can be thought of as an asymmetric
integrator due to its two different time constants, as described
by the piecewise differential equation

(1)

B. Peak Detector Analysis

This peak detector can be biased for different tracking
levels and ripple levels through the choice of the transconduc-
tance values and . We define the tracking level,

, as the DC output level normalized by
the input amplitude. The tracking level is the magnitude metric;
for example, is used for RMS tracking. We define
the ripple ratio, , as the amplitude of the
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output ripple normalized by the amplitude of the input. Typi-
cally, the peak detector is tuned for 10%–30% ripple to achieve
1% ripple from the complete magnitude circuit, as discussed
further in Section V. To design and bias this peak detector for
use in the complete magnitude detector, we need to know how
to choose the biases to achieve the specified tracking levels and
ripple amounts.
To derive the dependence of both the tracking level and

the ripple ratio upon the peak detector’s biases, we have
used the harmonic balance method [22], [23]. This procedure
uses (1) modeled in the form of Fig. 4(a), and it assumes
a sinusoidal input. First, the output equation is written in
terms of both the tracking level and the output ripple, yielding

, where is the
input amplitude and is the phase shift from the input to the
output. Next, this equation is applied to (1), and the terms
are balanced both at 0 Hz and at the fundamental frequency
to obtain equations for the tracking level and the ripple ratio,
respectively. Since the peak detector has a low-pass form, we
have neglected the harmonics of the fundamental to derive
an approximation that is sufficient for choosing biases and
predicting the operation of the circuit.
By solving the loop at 0 Hz, the following equations were

obtained for the tracking level, :

(2)

(3)

is the amplitude at node normalized by the input am-
plitude. As shown by (2), the tracking level depends on the
ratio of transconductances and also on the output ripple; this
was verified experimentally in Fig. 4(b), which shows how the
tracking level varies with the attack-to-decay ratio for a fixed
output ripple ratio . As expected, the tracking level
is zero/centered when , and the tracking level
increases as is increased above , saturating as the
tracking level approaches 100%.
By solving the loop at the fundamental frequency, , the fol-

lowing equation was obtained for the output ripple, :

(4)

where . In normal operation, the peak de-
tector is tuned for a particular operating frequency by using the
transconductances to obtain the desired ripple at that frequency.
This procedure is demonstrated in Fig. 4(c), wherein (2) and (4)
are used to bias the circuit for (10% ripple) at three
different frequencies: 500 Hz, 5 kHz, and 50 kHz. The ripple has
a first-order low-pass dependence on frequency, since the circuit
is a first-order asymmetric integrator. The ripple increases as
the frequency decreases, until the frequency is below the corner

Fig. 4. (a) Model that is used for analyzing the peak detector. (b) Peak detector
tracking level as a function of the attack-to-decay ratio. (c) Ripple as a function
of frequency for three different biases: targeting 10% ripple at 500 Hz, 5 kHz,
and 50 kHz. The data in (b) and (c) were measured with a peak detector fabri-
cated on a 0.35 m CMOS process, since we did not have direct access to the
peak detector output with the 0.18 m circuit.

frequency of the peak detector, at which point the peak detector
acts as a follower. In order to maintain peak detector operation,
the signal frequency must remain within the 20 dB/decade
slope region; if the signal frequency drops too low, then the cir-
cuit no longer performs rectification. Thus, if the circuit is going
to be used for broadband operation, it should be biased such that
the lowest frequencies of interest remain above the corner fre-
quency. For example, in the broadband speech demonstration of
Fig. 11, the peak detector was biased for 30% ripple at 200 Hz,
which is within the range of fundamental frequencies for speech
[8]. If the circuit is used for subband operation, such as the filter
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Fig. 5. (a) The adaptive- filter is a follower-integrator where the transconductance element has an expansive nonlinearity. (b) The nonlinear transconductance
element is a pFET-based OTA with bump de-linearization. (c) I–V curve for the nonlinear OTA, shown with first- and third-order Taylor series expansions.

bank in Fig. 1(b), then each band’s detector is biased to have the
desired ripple at that subband frequency.

C. Peak Detector Biasing

The following is a procedure for using (2) and (4) to choose
the attack and decay rates required to operate the circuit at a
specified tracking level, ripple level, and input frequency.
1) Specify the tracking level , ripple level , and oper-
ating frequency . If biasing for envelope-detector oper-
ation (i.e., tracking to the top of each peak), use

;
2) Initialize ;
3) Use (2) to solve for the attack-to-decay ratio ;
4) Use (4) to solve for the decay rate ;
5) Refine and repeat steps 3–4;
6) (Optional) To bias for envelope-detector operation, use

to ensure the output reaches the peaks
with aligned phase.

IV. ADAPTIVE-TIME-CONSTANT FILTER

As discussed in Section I, the second stage of the magnitude
detector integrates the first stage’s initial magnitude estimate,
removing the ripple that couples in from the carrier signal to
produce a smooth magnitude estimate. To obtain a response
with low ripple and high temporal accuracy, we have devel-
oped a low-pass filter with an expansive nonlinearity to achieve
an amplitude-dependent time constant. We call this filter an
adaptive-time-constant filter, or adaptive- filter. The expan-
sive nonlinearity is achieved by using a nonlinear transconduc-
tance element in a follower-integrator filter topology, as shown
in Fig. 5(a). The transconductance element has a sinh-shaped
voltage-to-current relationship. Thus, for small differential volt-
ages, it has a low and essentially linear transconductance, re-
sulting in a long time constant for suppressing ripple; for large
differential voltages, the transconductance increases, resulting
in a shorter time constant to provide a better temporal response.
In this Section, we present this adaptive- filter.

A. Nonlinear Transconductor

We have formed the expansive nonlinearity by using a
“bump circuit” within a standard OTA [see Fig. 5(b)] [24].
Such “bump-OTAs” have been used to create linearized
transconductors through appropriate sizing of the “bump”
transistors, and [25], [26]. Here, we have used the
bump transistors to design the cubic nonlinearity in Fig. 5(c)
that is used in our adaptive-time-constant filter; a similar
nonlinear transconductor was used for circuits implementing
Hebbian learning [27]. In the bump-OTA, the current through
the tail transistor is shared by the input transistors (
and ) and the bump transistors ( and ). The current
through the bump transistors is greatest when . By
making the bump transistors have a large ratio, they steal
a significant amount of current from the input pair, creating
a low-transconductance region for small differential voltages
and generating the expansive nonlinearity. The voltage-current
relationship for this circuit is described by

(5)

where is the subthreshold slope, is the thermal voltage,
and the strength parameter is the
relation between the aspect ratio of the bump transistors and the
input pair [25]. The voltage-to-current relationship for our OTA
is shown in Fig. 5(c), and the first two nonzero Taylor series
coefficients are

(6)

These coefficients are shownwith the V-I sweep in Fig. 5(c). For
small differential voltages, the nonlinear-OTA acts as a linear
transconductor with transconductance . Increasing the input-
output differential voltage increases the effective transconduc-
tance according to .
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Fig. 6. (a) Measured step response of the adaptive- filter, shown with simulated first-order linear filters which correspond to the adaptive- filter’s effective time
constants for small and large amplitudes. (b) Measured output of the adaptive- filter in response to the peak detector’s output, shown with the same simulated
first-order linear filters as in (a).

B. Demonstration of Performance

Fig. 6(a) demonstrates the step response of the adaptive-
filter. The response is shown for two steps of different sizes: a
small step for which the linear term dominates (top pane) and a
large step for which the higher-order terms dominate (bottom
pane). Shown with the measured response of the adaptive-
filter are the responses of two simulated first-order linear fil-
ters: the filter has a time constant corresponding to the lin-
earized transconductance for small signals (i.e., ),
and the filter uses a shorter time constant corresponding to the
linearized transconductance for the large step (i.e., the adapted
time constant, ). For the small step,
the adaptive- filter’s response follows the filter’s response
since the first-order term dominates. For the large step, the adap-
tive- filter initially follows the filter’s response, but it reverts
to the longer time constant of the filter as it gets close to the
final value of the step. This changing time constant helps the
filter achieve a faster response for large transients.
To motivate the choice of the adaptive- filter for the mag-

nitude detector, we exhibit the experiment in Fig. 6(b), which
compares the performance of the adaptive- filter with the two
simulated first-order linear filters used in the experiment of
Fig. 6(a). The input to the filters is the response of the peak
detector to a sine wave stepped from 5 mV to 100 mV
and then to 10 mV . The filter yields the same ripple as
the adaptive- filter but cannot follow the steps closely in
time. The filter follows the steps but has more ripple than
the adaptive- filter. These results show that the adaptive-
filter achieves a good tradeoff between ripple suppression and
temporal response, while also being compact and low-power.

C. Design

To design the adaptive- filter, we need to know how its
time constant depends on the input amplitude, bias current, and
strength parameter . Here we develop an approximation
to relate those parameters and then show how to use this

approximation to design and bias the circuit. Our approxima-
tion is based on the describing function [22] of the nonlinear
transconductance element. The filter has the form of Fig. 4(a)
with , where
and are the Taylor series coefficients given by (6) and are

controlled by the bias current and the strength parameter. The
sinusoidal-input-describing-function (i.e., an amplitude-depen-
dent gain term) for this nonlinearity is
[28]. Knowing that the input-output differential is related to the
input amplitude , the transfer function can be approxi-
mated as

(7)

where the corner frequency has a quadratic relation to the input
amplitude. Equation (7) gives an approximate transfer function
for the circuit and is verified with real data in Fig. 7. Fig. 7(a)
shows the frequency response measured at different input am-
plitudes and demonstrates an increasing corner frequency for
increasing amplitude. Fig. 7(b) shows the variation in corner
frequency as a function of input amplitude for two different
filter biases. The circles show the measured corner frequencies
and the solid lines show the predicted values using

[i.e., the corner frequency in (7)]. This
experiment verifies that the corner frequency is a function of the
square of the input amplitude.
Using (7) and the definitions of and , the circuit can

be designed to exhibit the desired ripple suppression and tran-
sient response. The procedure to design and bias the filter is as
follows:
1) Specify (a) the ripple-suppression time constant, , (b)
the transient-response time constant, , and (c) the
amplitude that is considered a transient (and should be
followed with the transient-response time constant ),

.
2) Use the ripple-suppression time constant to compute

.
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Fig. 7. (a) Measured frequency response of the adaptive- filter. Each line is a frequency response for a different input amplitude. (b) Corner frequency of the
adaptive- filter as a function of the input amplitude, shown for two different OTA biases.

Fig. 8. Micrograph of the magnitude circuit, which was fabricated in a standard
0.18 m CMOS process.

3) Use to find the value of that yields the desired tran-
sient-response time constant at an amplitude of by
using .

4) Use (6) to find in terms of and by using

5) Use (6) to find the bias current .

V. COMPLETE MAGNITUDE CIRCUIT

In this section, we present the complete magnitude detector
circuit, shown schematically in Fig. 1(a). This circuit is formed
by combining the peak detector of Section III with the adap-
tive- filter of Section IV. Fig. 8 shows a micrograph of the
circuit, which was fabricated in a standard 0.18 m CMOS
process. The values used for capacitors and are 4.5 pF
and 3 pF, respectively. The total area of the circuit is 0.019 mm .
As discussed in Section II, our objective is to develop a mag-

nitude detector with improved temporal accuracy, while main-
taining a low-ripple response. This tradeoff between ripple and

Fig. 9. Dynamic range measurement of the complete magnitude circuit. The
response remains linear to within 1 dB across a range of 70 dB.

temporal accuracy can be understood graphically from Fig. 4(c).
For example, a standalone peak detector can be tuned for low
ripple by biasing the circuit’s corner frequency, , to be much
less than the operational frequency, , which is the frequency
for the desired target ripple. This biasing results in a long acquire
time since the acquire time constant, , is given by
and is long compared to the input signal’s period at the opera-
tional frequency.
The product is related to the number of cycles required

to acquire transients and is thus a good metric for temporal re-
sponsiveness. In Table I, we compare for different magni-
tude-detection architectures for a given total ripple at the output,
. The third column states the factor of improvement for each

architecture with 1% total ripple over the baseline case of the
standalone peak detector (PD). For example, a PD combined
with a low-pass filter (LPF) is 7.1 times faster than a PD by
itself. This improvement is because adding an LPF to the PD
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Fig. 10. Measured transient response of the magnitude detector for logarithmically increasing amplitude from 2 mV to 500 mV .

Fig. 11. Measured response of the magnitude circuit to a speech waveform. For comparison, the response is shown with a computer calculated RMS.

TABLE I
TRADEOFF BETWEEN RIPPLE AND ACQUISITION TIME

increases the slope of the ripple-frequency relationship [i.e., the
slope of Fig. 4(c)], thereby moving closer to ; the best result
is obtained by splitting the ripple suppression evenly between
the PD and the linear LPF (e.g., 10% suppression in each stage

to obtain 1% total suppression). Using a second-order filter fur-
ther improves the temporal accuracy by increasing the slope of
the ripple-frequency relationship. However, this technique only
achieves 1.6-times improvement beyond the first-order filter,
while adding significant increases in power, area, and frequency
sensitivity (due to the larger slope). With the adaptive- filter,
we operate the peak detector faster than with the linear filter
(typically twice as fast) which, accordingly, yields more ripple
at the PD’s output. To achieve the same total ripple at the output
of the magnitude detector, the value of in the adap-
tive- filter is tuned to compensate for the increased PD speed.
Large transients then cause the filter’s time constant to decrease
such that the PD’s speed is the main limitation to the magni-
tude detector’s overall speed. As can be seen from the table, the
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TABLE II
COMPARISON

adaptive- filter yields a 2.5-times improvement in temporal re-
sponse for an amplitude step of 300 mV as compared to
the linear filter and without the cost of the second-order filter.
Furthermore, we have compared the acquisition times—de-

fined as the number of cycles to reach 99% of a step—of the
adaptive- ripple suppression case with the first-order linear fil-
tering case, for steps between the minimum (200 V ) and
maximum (630 mV ) detectable signals of this circuit. For
an upward step, the acqusition time improves from 7.58 cycles
with a linear filter to 1.45 cycles with the adaptive- filter; and
for a downward step, the acquisition time improves from 18.3
cycles with a linear filter to 14.1 cycles with the adaptive- filter.
Fig. 9 shows the measured dynamic range of the magnitude

circuit for operational frequencies of 200 Hz and 2 kHz (i.e.,
typical speech frequencies). The biasing routines discussed in
Sections III-C and IV-C were used to bias the circuit to track
the RMS with 1% ripple. The response remains within 1 dB lin-
earity from 200 V to 630 mV for both cases, yielding
a dynamic range of 70 dB. These two measurements are char-
acteristic of the performance of this circuit for typical speech
frequencies, including those covering the telephony frequency
range (i.e., 5 kHz). Additionally, the dynamic range was mea-
sured to be 64 dB at the upper end of the audio frequency range
(20 kHz).
The minimum detectable signal is limited by the greater of

two nonidealities: the noise or the “deadzone” (which is created
by offsets in the peak detector’s OTAs). Since the magnitude
detector can easily be designed to achieve a noise floor below
typical offsets for this type of OTA architecture, the designer
should focus on the offsets. For example, our complete mag-
nitude detector was measured to have 115 V of noise
for all biasings across the audio frequency range, which is well
below the minimum detectable signal of 200 V , indicating
that offsets dominated our minimum detectable signal. Offsets
in the peak detector OTAs affect overall circuit operation as fol-
lows. Due to the symmetry of the peak detector, its minimum
detectable signal is not degraded when and have
equal offsets with the same sign. Theminimum detectable signal
is only degraded by a mismatch between the offsets, which
will either create a gap between the attack and decay states or
will cause an overlap of the attack and decay states; both cases
compromise the accuracy of the magnitude estimate for signals

smaller than the difference between the offsets. Thus, the most
critical factors for improving the minimum detectable signal are
minimizing the offsets and matching the peak detector OTAs to
ensure similar offsets with low variance.
To verify the simultaneous achievement of temporal and am-

plitude accuracy, we performed the experiments of Figs. 10–11.
In both experiments, the circuit was biased for RMS tracking
and 1% ripple. In Fig. 10, a sine wave with a frequency of 2 kHz
had its amplitude modulated by six Gaussian pulses with am-
plitudes increasing logarithmically from 2 mV to 500 mV .
The first three pulses are shown in the left panes and the last
three pulses are shown in the right panes with different y-axis
limits. The top panes show the peak detector response and the
bottom panes show the magnitude response along with the ac-
tual RMS. Fig. 11 shows the response of the magnitude circuit
to a speech signal. A mathematically calculated RMS is shown
alongside the circuit’s response. In both Figs. 10 and 11, we
see that the magnitude circuit closely follows the same shape
as the RMS calculations, and that the magnitude detector accu-
rately follows the quickly changing RMS across a wide dynamic
range.
The characteristics of this circuit are summarized in Table II

and are compared with relevant state-of-the-art magnitude
detectors. The power consumption of our circuit scales linearly
with the operational frequency (since transconductance scales
linearly with current in subthreshold operation); for typical
biasing, the power varies from 1.1 nW–1.08 W across the
20 Hz–20 kHz audio frequency range. The figure of merit
(FOM) in the table is defined as ,
where DR is the dynamic range, is the maximum opera-
tional frequency, and is the power consumption. Our FOM
number is given for a frequency of 200 Hz, since that is the
tuning condition used to operate on wideband speech signals.

VI. CONCLUSION

In this paper, we have presented a low-power magnitude
detector circuit, which achieves good temporal responsiveness
through the use of a novel peak-detector-nonlinear-integrator
topology. The circuit was built in a 0.18 m CMOS process. At
200 Hz, which is a typical operating point for wideband speech
signals [8], the circuit achieves a dynamic range of 70 dB
with a power consumption of 10.92 nW. The compactness and
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low-power operation of the circuit, combined with its flexible
biasing, make it a good choice for applications such as spectral
analysis.
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