
A LOW-POWER SYSTEM FOR AUDIO NOISE SUPPRESSION 
A COOPERATIVE ANALOG-DIGITAL SIGNAL PROCESSING APPROACH 

David Anderson, Paul Haslel; Rich Ellis, Heejong Yoo, David Graham, Mat Hans 

School of Electrical and Computer Engineering, Georgia Institute of Technology 
777 Atlantic Dr.. Atlanta, GA 30332-0250 

ABSTRACT 

In this papec we innoduce the concepr of cooperative nnolog-digital sig- 
nnlpmcessing, and its opplicalion in rhe developmenr of (I real-time noire 
suppremion system. 7he olgo”thm implememed is designed lo reduce sta- 
I i o n q  background noise while preserving :he non-stalionam signal com- 
ponent 7he oigorirhm is based on digital signal processing fouridorions 
:ha: are slightly odjusledfor use in rhe cominuous-time domain. Because 
the splsreni relies on analog compulnlion mther lhon digital, it has bene- 
j t r  mch as exrreniely low power consumplion and real-time compuraion. 
The onolog circuit elements am based on new~poatisg~gole  circuits :hat 
ore small. eficient, mdprogrammable-akin8 i f  possible to se: and tune 
bias points, dffsets, ondjlrerporomelers under digital conrrol. 

1. COOPERATWE ANALOG-DIGITAL SIGNAL 
PROCESSING 

New advances in analog VLSI circuits have made it possible to 
perform operations that more closely reflect those done in DSP 
applications, or that are desired in future DSP applications [ I ,  2, 
3, 4, 5 ,  6,  71. Fulther, analog circuits and systems can be pm- 
grummuble, reconfigurable, adaptive, and at a density compdm- 
ble to digital memories (for example, 100,000+ multipliers on a 
single chip) [ B ,  9, IO, 1 I ,  51. These properties have been almost 
exclusively associated with digital processing, but the addition of 
small, dense, programmable analog circuits provides a framework 
in which to create cooperative analogdigital signal processing sys- 
tems that benefit from both approaches to make something better 
than the sum of its parts. We define cooperative analog-digital sig- 
nal processing (CADSP) as the research field using combinations 
of programmable analog signal processing and digital signal pro- 
cessing techniques for real-world processing. 

Neither analog signal processing nor digital signal processing 
can exist in current technologies without the other; that is. real- 
world signals are analog while much of the modem control and 
communication is digital. Therefore, a primary question is where 
to parlition the analog-digital boundry to enhance the overall func- 
tionality of a system by utilizing analog/digital computations in 
mutually beneficial way (Figure I) .  CADSP allows more free- 
dom of movement for the partition between the analog and digital 
computation. CADSP is a superset of mixed-signal research in 
that it focuses heavily on algorithms as well as circuit implemen- 
tation. By adding functionality to our analog systems, we enhance 
the capabilities of the controlling digital system, and therefore, the 
entire product under consideration. A full discussion of this parti- 
tion problem can and will encompass several research papers. The 
range of applications for these approaches reaches from auditory 
and speech processing, to beam-forming, multidimensional signal 
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(b) CADSP , 

Fig. 1. Illustration of the tradeoffs in cooperative analogldigitnl signal pro- 
cessing. We assume the typical model of signals coming from real-world 
sensors, which ax analog in nature, that need to be utilized by digital com- 
puters. The inverse problem, digital signals going to real-world actuators, 
i s  similar in nature. One approach is to put an analog-to-digital ( N D )  con- 
vener as close to the sensor signals as passible, and allow the remainder 
of the computations to be performed digitally. An alternate approach is 
to perform some of the computauons using analog signal prccessing, re- 
quiring simplier A/D conveners, and reducing the computational load of 
resulting digital processors. One could group this analog computation and 
AID convener as a specialized AID convener that gives more refined in- 
formation (Fourier coefficients, phonemes, etc.) than a literal map of the 
incoming signal. The question of where to put this boundry line strongly 
depends upon the particular requirements of an application. 

processing, and radar computations, communications processing, 
and image processing and recognition. 

The following sections briefly discuss CADSP advantages and 
disadvantages followed by a discussion of the development and 
implementation of a background noise suppression system based 
on the CADSP approach. 

2. THE CASE FOR COMBINING ANALOG AND 
DIGITAL SIGNAL PROCESSING 

One might wonder why introduce analog signal processing at all, 
since the current framework of immediately digitizing incoming 
signals, illustrated as the top half in Fig. 1, seems to be work- 
ing well in current practice. As more computational power is 
required to implement more digital functionality, the needs have 
largely been met by transistor scaling and the advantages flexibil- 
ity in programming. However, current trends are, and have been, 
finding unique challenges that provide an opporlunity for a new 
perspective. Several factors suggest using analog signal process- 
ing in conjunction with digital systems to meet these challenges: 

1. power consumption / efficiency requirements, 
2. A D  converter requirements, 
3. size constraints, and 
4. problem “fit.” 

The analog VLSI signal processing circuits are programmable and 
adaptive using floating-gate circuits. The programmable and adap- 
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tive aspects of floating-gate analog VLSI are significant and make 
practical a variety of signal processing applications. One system 
that holds promise for the implementation of a large class of signal 
processing application in analog VLSI is the field programmable 
analog m a y  presented in [12]. 

Power consumption in DSP microprocessors, as measured in 
mW/MIPS, has been decreasing by half about every 18 months- 
aphenomena known as Gene’s law [13]. This trend of decreasing 
power consumption has been keeping pace with Moore’s law and 
has helped make possible the increasing proliferation of portable 
electronics. Even so, device functionality, and the amount of signal 
processing, is often primarily constrained by a fixed power bud- 
get. A custom analog approach can often achieve an increased 
efficiency ( = Bandwidth.Power) of a factor of I O 4  over a custom 
digital approach [14]. If Gene’s law continues to hold, digital sys- 
tems will catch up to current analog efficiencies within about 20 
years! Therefore, migrating some applications to analog process- 
ing could provide up to a 20 year jump in functionality relative 
to a purely digital roadmap. The greatest efficiency occurs when 
matching physics of problem to physics of silicon medium. This 
increase in efficiency can be used for reducing the power efficiency 
of a given problem, or addressing computational problems that are 
considered inracrable by the current digital roadmap. 

Analog to digital (AID) converters also can be a limiting factor 
in signal processing systems and AID requirements are becoming 
an increasingly large part of the system design constraints. The 
system demands on many current systems require very high reso- 
lution /high performance AID converters; the resulting AID con- 
verter block is often consuming a large fraction of the power bud- 
get, as well as system design time. While digital prosessor effi- 
ciency may be increasing rapidly, partially as a result of transistor 
scaling; scaling is not helping as much for AID converters. AID 
converters have roughly been increasing resolution at 1.5 bits I S  
years at the same performance, and quickly running into additional 
physical limits which might further slow this progress.’ In many 
problems the need for enormous speed and resolution originates in 
recovering “low-information” signals over a wide dynamic range 
or in a noisy background (e.g. CMOS imaging, software radio). 
By utilizing analog signal processing at the front-end, we can sig- 
nificantly reduce the AID converter complexity, and the overall 
system complexity. 

Circuit size constraints also favor analog VLSI circuits in many 
cases and it is often possible to take advantage of device physics to 
perform complex operations with only a very few transistors. For 
example, an analog multiplier can store the coefficient and per- 
form the multiplication using only as many transistors as would be 
needed to store a four hit coefficient in digital memory. Besides 
multiplication there are many elemental operations that can he ef- 
ficiently implemented in floating-gate analog VLSI. These include 
filters, adaptive multipliers, a large range of non-linear functions, 
decision circuits, and others (see also [5, 1 I]). 

3. NOISE SUPPRESSION SYSTEM 
The recent prosperity of portable computing and communication 
devices has resulted in a renewed interest in audio signal enhance- 
ment by suppressing additive background noise from corrupted 
noisy signal. While most noise suppression methods focus on 
processing sampled audio signals, Because noise suppression is 

‘The AID converter limitations an a power consmined systems is 
somewhat similar to the problems generated as processor speeds pro- 
gressed much faster than memory speeds in recent years. 

W-fL ... 

Fig. 2. (a) Block diagram of continuous-time noise suppression system. 
The center frequency of filter hank is spaced exponentially. At each sub- 
hand, gain is calculated from non-linear gain function. To achieve consis- 
tent noise suppression far different noise variance, noisy signal estimate. 
instead of signal estimate, is used as an input of non-linear gain function. 
The gain is then multiplied with sub-band signal and summed to build full- 
hand signal estimate. (h) Details of the suh-band gain calculation-Within 
each frequency hand, the noisy signal envelope is estimated using a peak 
detector. Based on the voltage output of the peak detector, the noise level is 
estimated using a minimum detector. The currents representing the noisy 
signal and noise levels are input to a translinear division circuit, which 
outputs a current representing the estimated signaltwnoise ratio. A non- 
linear function is applied to the SNR current. and the resulting Bin factor 
i s  multiplied with the hand-limited noisy signal to produce a band-limited 
“clean” signal. Finally, the output of all of the hands arc summed to recon- 
smct the signal with the noise components significantly reduced. 

typically performed before other processing such as compression, 
transmission, or storage, it fits well into the CADSP framework 
shown in Fig. 1 115, 161. Therefore, we present here an malog 
noise suppression system as a demonstration of a typical CADSP 
application. 

We assume a noisy signal, z(t) ,  consisting of a signal, s ( t ) ,  
corrupted by additive noise, n(t), that is uncorrelated with the sig- 
nal 

(1) 
The goal is to design a real-time system that generates some opti- 
mal estimate, B(t ) ,  of s ( t )  from z(t). We assume that the additive 
noise is stationary over a long time period relative to the short-term 
stationary panems of normal speech. The signal estimate, :(t), 
may be found in the frequency domain using spectral subtraction 
or by applying a Wiener filter gain. The basic Wiener gain can 
be expressed in terms of the frequency4ependent signal-twnoise 

z( t )  = s ( t )  + n(t). 

~.~ 
ratio (SNRj as 

rz (..) 
1 + r+)’ H ( w )  = 

where rZ(u )  = Q8(w) /Qn(w)  witbQa(w) andG,(w) represent- 
ing the power spectral densities of the signal and noise respec- 
tively. 

Frequency domain processing is accomplished using a one- 
third octave filter bank. The filter bank separates the noisy signal 
into narrow-band signals. In each band, the envelope of the noisy 
signal is detected and smoothed. From the smoothed sub-band 
signal envelope the noise envelope is estimated in each sub-band. 



The SNR in each band is estimated from the noisy signal and noise 
envelopes. A non-linear (sigmoid) gain function is used to approx- 
imate the Wiener gain. Finally, the original band-limited signal in 
each band is multiplied by the respective gain and the result is 
summed to construct the full-band “clean” signal estimate. The 
overall structure of the system is shown in Fig. 2(a) with a more 
detailed view of the gain calculation block of a single band shown 
in Fig. Z(b). 

4. IMPLEMENTATION 
This section describes the implementation of the noise suppression 
algorithm on a 0.5 micron CMOS VLSI chip. The gain calculation 
circuits make up the processing block for the system. Each block 
operates independently of the others in the array, so effectively 
we have 32 parallel signal processors operating simultaneously on 
32 band-limited signals. The block diagram showwin Fig. 2(b) 
summarizes the gain calculation algorithm. The following sec- 
tions will elaborate on the algorithm and relate the circuits that 
perform the underlying functions. Note that the analog systems 
described here are largely based on an analog floating gate circuit 
technology which allows each circuit to be programmahleltunable. 
The result is that the individual circuit elements can be very small 
since they do not require the extensive overhead of building per- 
fectly matched circuits or of designing circuits tuned via extemal 
inputs. 

4.1. Frequency Decomposition 

The first structure on the left side of Fig. 2(a) is a filter bank that 
separates the noisy signal into 32 bands that are logarithmically 
spaced in frequency, similar to the human auditory system, for 
frequency domain processing. This results in approximately one- 
third octave spacing in the cut-off frequencies ofthe filter bank. By 
using one-third octave filters, any frequency distortions-whose 
bandwidth is on the order of the bandwidth of the each band-also 
lie almost within the same critical band and can be minimized for 
the perceptual impact 1171. The filters used in the filter bank are 
the Capacitively-Coupled Current Conveyor Second-Order Sec- 
tions (C4 SOS), shown in Fig. 3(a). The C4 SOS is composed of 
three C4s (described in 118, 19, 201) in which the feedback capac- 
itor of the first stage filter is removed in order to make that stage 
a high gain amplifier. This tiller can have a frequency response of 
any defined bandwidth, and outside that bandwidth, slopes of ~ t 4 0  
&/decade or greater occur. By adjusting the voltage biases, the 
response at either comer can be tuned to have a sharp transition or 
even a Q peak. A high Q peak is useful because it helps isolate the 
respective center frequency. More information on the details of the 
C4 SOS is available elsewhere [21]. 

After the incoming noisy signal has been band-limited by the 
filter bank, a gain factor is calculated based on the characteristics 
of each band-limited noisy signal. 

4.2. Envelope Estimation 

The first step in the gain calculation is to estimate the envelope 
of the noisy signal. Next, the noise envelope is estimated using a 
technique closely related to the minimum statistics method where 
the noise is found using a minimum detector on the envelope of 
the noisy signal. The SNR is then estimated from the noisy signal 
envelope and noise envelope in each subband. 

where k is the subband index and &(k, t )  is the noisy signal en- 
velope estimate that can be represented as the sum of the actual 
signal envelope e , ( k ,  t )  and the noise envelope estimate B,(k, t ) .  

4.2.1. Peak Detector 

A peak detector is used to estimate the envelope of each noisy 
subband signal. When a speech signal is input, the peak detector 
will follow the envelope of the signal, rising rapidly with the in- 
creasing signal amplitude and decaying slowly enough to result in 
a smooth envelope. The peak detector will also follow the level of 
the additive noise, particularly in times where the signal is absent. 
The circuit outputs both a voltage and current that are representa- 
tive of the noisy-signal level (envelope). Each subband contains a 
signal of a different bandwidth so the peak detectors each have a 
programmable time constant so that an appropriate smoothed en- 
velope can be determined for each of the bands. 

4.2.2. Minimum Detector 

One effective method of noise estimation is the minimum statis- 
tics approach 1221-an approximation to this approach is to use an 
inverted peak detector or minimum detector with a long time con- 
stant on the averaged noisy signal envelope estimate. The invened 
peak detector operates on the estimated envelope of the noisy sig- 
nal, keeping an estimate of the minimum value which is assumed 
to be the noise floor. A “minimum detector” circuit is therefore 
used to estimate the noise level in the subband signals (i.e. the 
noise envelope). The input to the minimum detector is the volt- 
age output from the peak detector. In this way, we estimate the 
noise level by following the minimum values of the noisy-signal 
envelope. A bias voltage sets the attack time constant; it is set 
to run much slower than the peak detector in order to follow the 
slow changes found in the amplitude of relatively stationary noise. 
When the signal is present, the output will maintain a slowly ris- 
ing level: when the signal is not present, the minimum detector 
will track the noise level. 

4.2.3. SNR Calcularion 

Multiplication and division operations can be performed using the 
translinear principle 1231. The circuit shown in Fig. 4 performs a 
division operation where the output, I S N R ,  can be represented by 
the following equation: 

and represents the estimated SNR. The current I,,,i, is set by the 
bias voltage V,,,l, and is used to put the output current into the 
proper range for the gain function. 

4.3. Non-linear Gain Function 

The final elements of the gain calculation algorithm are the gain 
function and multiplier. The Wiener gain (Fq 2) is widely used 
in noise suppression since it minimizes error energy. In the cir- 
cuit implementation, the gain function and the multiplier comprise 
one circuit, shown in Fig. 5(a). The transistors at the top of the 
schematic are the differential pair where the actual multiplication 
takes place; the multiplier will be described shortly. The transis- 
tors below the differential pair create the behavior of the gain func- 
tion. The output of the gain function circuit is Is*;=, which Can be 



Fig. 3. (a) The schematic showing the C4 SOS hand-pass filler. The bias voltages are set using a resistive-divider network, which creates a logarithmically 
spaced filter hank. Future versions will be implemented using floating gate elements instead of resistors to allow for programming and impmved tuning. (b) 
This plot shows the frequency response of a single filter in  a 32-hand filter hank. In this ConfiguratiOn, the band-pass rolloff is 40 dB. The noted bias voltages 
refer to the voltages set at each end of the resistive network. 'Ws data is fmm a circuit fabricated in a 0.5 pm process available through MOSIS. " ~~~ ,e$"", .-;-:-- 111 ,, 
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Fig. 4. (a) The translinear circuit shown in this schematic implements the division of I,,<,, into 13;gnal, yielding a current representing the signal-to-noise 
ratio, Iswn. We subtract an laca~e from the output current, I ~ N R  IO mirror the function described in Equation 3. The voltage V,,,,, sets the bias current 
l,,,,~,, which is used to put I S N R  into the proper range far the gain function circuit. (b) 81 (c) The theoretical and measured outputs for the divider circuit 
using fixed signal and noise currenu respectively. 

approximated by 

This has almost the exact form of the Wiener gain with the addi- 
tion of a bias current that can be used to tune circuit operation as 
needed and a scaling factor. I,,, and I.,,<*, are set by the voltage 
biases Vmaz and V,;n~ and effectively create the upper and lower 
hounds of the gain factor output. The voltage bias V.,,in2 can he 
used to further adjust the range of input current that the circuit 
will accept. The diode-connected transistor on the input branch of 
the circuit causes the current that is mirrored onto the gain branch 
to be approximately squared this is important to ensure a quick 
transistion from low to high gain as I S N R  increases. 

The multiplication portion of the circuit results from the in- 
teraction between the subband signal presented at the inputs as a 
pai? V;,, and and the gain factor current Ioai. from the gain 

function circuit in Fig. S(a). The circuit is biased to operate in the 
linear range of the following equation: 

where UT is the thermal voltage of the transistors. The input to 
the multiplier is the band-limited noisy signal, i.e. the output of 
the C4 SOS band-pass filter. The data in Fig. 5(b) and (c) show the 
functionality of the multiplier and the form of the gain function. 

5. SYSTEM RESULTS 

5.1. Simulation 

It is important to have a "signal processing simulation" of the ana- 
log VLSl system prior to fabricating the circuit. Circuit or device 
level simulation can provide accurate results but they take too long 

2Because the current implementation is single-ended rarher than differ- ential, the "negative" input voltage, V&a, is held constant. 
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Fig. 5. (a) The %hematic of the multiplication and gain function circuit. The output current, 1,,,1 - IOutz.  is the product of the band-limited input signal, 
Kni - V h .  and the gain factor, lgsuin. Each voltage bias sets a current that forms the overall behavior of the gain function circuit. (b) The output cumnt, 
lO,.ti - IOYm varies with its two factors: the gain factor and the differential input voltage. This plot shows sweeps of the input voltage for several values 
of lsnrn. (c) The gain function of the circuit depicted in (a) is platted versus I,,,. At the extremes of the signal-to-noise ratio, either a low gain factor or a 
unity gain factor is the result. Multiple curves show the bias voltages being adjusted. 

to effectively include in an iterative design process, Therefore, 
the initial continuous-time noise suppression algorithm was func- 
tionally simulated in Matlab. The simulated system contained the 
same functional blocks as shown in Fig. 2 and as implemented 
in the analog system with continuous-time transfer functions con- 
verted to discrete-time functions using the bilinear transform. The 
sampling rate in the simulator was chosen to be at least four times 
the required Nyquist rate to avoid the frequency warping that oc- 
curs near the Nyquist rate with the bilinear transform. Multi-rate 
signal processing was used to improve efficiency but the high over- 
sampling rule was always followed. In order to anticipate accurate 
performance when implemented with circuits, we tried to include 
physical limitations as much as possible. For example, the filters 
were implemented as high Q second-order sections that conformed 
to previously measured circuit behavior for the C4 filters. 

The simulation gain function parameters were chosen so that 
the attenuation was limited to less than 40 dB-leaving some resid- 
ual background noise. Representative output from the simuluation 
is shown in Fig. 6a. The perceived quality of the noise-suppressed 
signal is remarkably free from artifacts normally associated with 
Wiener filtering and spectral subtraction. We attribute this to the 
method of frequency decomposistion that matches human auditory 
critical bands, and the proportional bandwidths of the subband en- 
velopes. 

5.2. Implementation Results 

The experimental results presented in this paper are from tests 
on individual components that have not yet been integrated into 
a larger system. Figure ??b shows a noisy speech signal that has 
been processed by the components in our system. The system is ef- 
fective at adaptively reducing the amplitude of noise-only portions 
of the signal while leaving the desired portions relatively intact. 

The power consumption of the noise suppression circuit is 
very small. The core circuiuy, assuming 32 frequency bands and 
a 3.3 V power supply, consumes less than 50 yW. Therefore, in- 
tegrating this circuit into an existing system will not likely have a 
measureable impact on battery performance. In systems that pro- 
vide signal amplification, the removal of background noise may 

decrease amplifier power consumption, thereby increasing the over- 
all battery life. 

5.3. Circuit Noise and Distortion 

Any noise or distortion created by the gain calculation circuits 
minimally affects the output signal because these circuits are not 
directly in the signal path. While the bandpass filters and the mul- 
tipliers will inject a certain amount of noise into each frequency 
band, this noise will be averaged out by the summation of the sig- 
nals at the output of the system. Distortion in the signal path will 
arise from the bandpass filten and the multiplier. In the bandpass 
filter array, the C" SOS structure is not cascaded as in cochlea 
models, therefore there is no distortion or noise accumulation. The 
distortion level in each frequency band for a 30 mV single-ended 
input signal is 2nd harmonic limited at -30 dB at peak. A differ- 
ential filterbank will eliminate 2nd harmonic distortion and reduce 
the 3rd harmonic level to -40 dB at peak. The distortion introduced 
by the multiplier is dependent on the output levels of the bandpass 
filters: if the signal is near 30 mV, 3rd harmonic distortion will be 
-20 dB down; however, if the signal is near 1.5 mV, the 3rd har- 
monic distortion will approach -46 dB. In speech, particularly in 
noisy environments, the signal is more evenly distributed across a 
broad frequency range than a simple tone, therefore distortion is 
significantly reduced. 

6. CONCLUSIONS 

This paper describes an approach to designing signal processing 
systems called Cooperative Analog and Digital Signal Process- 
ing (CADSP) in which significant portions of the signal process- 
ing are done in programmable analog VLSI circuits. We then 
present noise suppression system for single-channel background 
audio noise suppression designed using the CADSP framework. 
The system is unique in that it is implemented in programmable 
analog VLSI circuits. The analog nature of the system has several 
novel implications: 

1. The system is extremely low-power, operating on a w~ide- 
band signal while using only a few milliwatts of power. 
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