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Abstract—The number of vulnerabilities and attacks on Web systems show an increasing trend and tend to dominate on the Internet. Furthermore, due to their popularity and users ability to create content, Web 2.0 applications have become particularly attractive targets. These trends clearly illustrate the need for better understanding of malicious cyber activities based on both qualitative and quantitative analysis. This paper is focused on multiclass classification of malicious Web activities using three supervised machine learning methods: J48, PART, and Support Vector Machines (SVM). The empirical analysis is based on data collected in duration of nine months by a high-interaction honeypot consisting of a three-tier Web system, which included Web 2.0 applications (i.e., a blog and wiki). Our results show that supervised learning methods can be used to efficiently distinguish among multiple vulnerability scan and attack classes, with high recall and precision values for all but several very small classes. For our dataset, decision tree based methods J48 and PART perform slightly better than SVM in terms of overall accuracy and weighted recall. Additionally, J48 and PART require less than half of the features (i.e., session attributes) used by SVM, as well as they execute much faster. Therefore, they seem to be clear methods of choice.
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I. INTRODUCTION

The widespread use of Web technologies have entered almost every aspect of our lives, from business and education to shopping, social life and entertainment. Web applications, however, have many vulnerabilities that can be exploited by attackers. SANS reported that 60% of the total attack attempts observed on Internet were against Web applications [29]. In the last several years Web 2.0 technologies have enhanced content creating and sharing, collaboration, and the overall functionality of the Web. However, due to users ability to dynamically interact with the applications and create content, they also provide attackers with a broad range of new vulnerabilities to exploit. These trends clearly illustrate the need for better understanding of malicious cyber activities based on both qualitative and quantitative analysis, which will allow better protection, detection, and service recovery.

Until recently not much research work was focused on characterization and quantification of malicious attacker behaviors. One obvious reason for this is the lack of publicly available, good quality, recent data on cyber security threats and malicious attacker activities. Furthermore, the significant amount of existing work on intrusion detection was mostly focused on data mining techniques aimed at constructing a “black-box” that classifies the network traffic on malicious and non-malicious, without addressing the discovery of the nature of malicious activities [13]. In addition, intrusion detection research work was, to a large extent, based on using outdated datasets such as the DARPA Intrusion Detection Data Set [8] and its derivative KDD 1999 [14]. To be of practical value, the analysis of malicious activities have to account for emerging technologies that typically introduce new types of vulnerabilities.

Motivated by the lack of publicly available datasets that incorporate attacker activities related to recent technologies, we developed and deployed a high-interaction honeypot as a means to collect such data [12]. The data used in this paper consists of malicious Web sessions extracted from application level logs of a three-tier Web system running on the Internet. Therefore, our dataset represents dynamic information on attacker activities, unlike data extracted from vulnerability databases, such as [6], [19], [30], that are focused on static information related to description of known vulnerabilities and the ways they may be exploited. Part of the dataset considered in this paper was used in our previous work [12] which was focused on descriptive analysis of different types of vulnerability scans and attacks, and also included inferential statistical analysis of malicious HTTP traffic. After the publication of [12] we collected data during additional five months, which led to a dataset in total duration of nine months. It should be noted that [12] did not include classification of malicious traffic using machine learning methods.

In this paper we use several multiclass supervised machine learning methods with a goal to automatically classify malicious Web sessions to multiple vulnerability scan classes and attack classes. In this context, a Web session is considered as an attack session if the attacker attempts to exploit a vulnerability in at least one request in that session. If all requests in the session were used to check for vulnerabilities then the session is considered as a vulnerability scan. Out of the 5,902 malicious Web sessions, around 49% belong to vulnerability scan classes and 51% belong to attack classes. The vulnerability scan and attack sessions are further divided
into eleven and nine unique classes, respectively.

In general, our work is based on the hypotheses that different malicious activities exhibit different behavioral patterns, which provides bases for using machine learning methods for their classification. The fact that our dataset consists only of malicious Web sessions allows us to classify and study the characteristics of malicious Web traffic without the “noise” of regular, non-malicious traffic. Furthermore, although we use machine learning for classification, our goals are very different from standard classification to malicious and non-malicious traffic employed in intrusion detection systems.

Multiclass classification is typically harder problem than two class classification. As the number of distinct classes increases, so does the difficulty of the classification, as well as the size of the training dataset needed. Typically, in any multiclass classification task, some classes are more difficult to classify than others.

In the dataset considered in this paper, the distribution of the number of malicious sessions across the twenty classes is rather imbalanced, with only five large classes. The remaining fifteen classes together have slightly over 9% of all malicious sessions, most of them contributing less than 1% of malicious sessions. This heavily imbalanced distribution of malicious sessions over different vulnerability scan and attack classes, which we believe is an intrinsic characteristic of attacker activities observed at servers on the Internet, poses a significant challenge to machine learning methods used for classification.

We explore this challenge by addressing the following specific research questions:

A) Can supervised machine learning methods be used to automatically classify malicious activities? Are some classes harder to predict than others?

B) Can malicious cyber activities be distinguished using a small number of features (i.e., session attributes)? Do some learners perform better than others?

The main observations are as follows:

- Our results show that supervised machine learning methods can be used to separate malicious traffic to multiple classes with high recall and precision for all but several very small classes.
- Decision tree based algorithms J48 and PART have several advantages over SVM (1) they have slightly better overall accuracy and weighted recall, (2) need less than half of the features to successfully classify the malicious classes, (3) execute much faster, and (4) provide better interpretability of the results which helps understanding different classes of malicious behaviors.

With the increase in the number and diversity of malicious behaviors on the Internet, automatic classification holds enormous potential for improving the protection and resiliency of services and systems.

The paper is organized as follows. The related work is presented in Section II. Section III presents the data collection and extraction process. Our data mining approach and the main results are presented in Sections IV and V, respectively. The concluding remarks are given in Section VI.

II. RELATED WORK

Significant amount of work in the past was focused on using different machine learning methods for intrusion detection, that is, for classification of network traffic to two classes: malicious and non-malicious. Examples of these methods can be found in [13], [20].

Only a few papers used multiclass machine learning methods to distinguish not only between non-malicious and malicious traffic, but also among different classes of malicious traffic. As most of the intrusion detection work, these papers used the outdated DARPA [8] and KDD 1999 datasets [14], which in addition to the normal traffic include four main classes of simulated attacks. Next, we summarize these papers. The work presented in [16] used a combination of several methods to distinguish between the normal class and four malicious classes of the DARPA dataset [8]. In [18] the authors compared three variants of the multiclass SVM algorithms (i.e., one-versus-one, one-versus-all, and decision tree based multiclass SVM) to the two-class SVM. The intrusion detection system proposed in [34] combined the principal component analysis (PCA) for feature reduction, multiclass SVM for classification in network based IDSs, and Markov models for detecting anomalous behavior in host based IDSs. Another work presented in [15] tried to speed up the training of SVM and improve its accuracy by applying reduction techniques that use clustering analysis to approximate support vectors.

It appears that not many datasets other than the KDD 1999 have been used in a multiclass setting. In [5] two classes of normal and six classes of bot traffic from the query stream of a large search engine provider were investigated. The authors used PCA to reduce the dimensionality of the data and compared the accuracy of seven different machine learning algorithms. Data mining and entropy-based techniques were used in [33] to cluster the Internet backbone traffic into three classes: typical server/service behavior, typical heavy-hitter host behavior, and typical scan/exploit behavior. A recent paper [9] was focused on improving the performance of Web vulnerability scanners in detecting existing vulnerabilities. In that work, the requests to the Web server were generated by the researchers (similarly as in penetration testing) to produce both rejection and execution pages, and then clustering was used to group together similar response pages with a goal to detect existing vulnerabilities in Web applications.

Classification of some aspects of malicious traffic, in an absence of normal traffic, is an emerging research direction. In [7] data collected by two high-interaction honeypots were used to analyze malicious attacks to port 445. That work was focused on distinguishing among three types of attacks using the K-means clustering algorithm. Two recent papers
[2], [4] were focused on clustering system events collected during execution of sample malware programs, with a goal to automatically categorize the malware into groups that reflect similar classes of behaviors. Another recent work presented in [23] was focused on finding similarities among different samples of malicious HTTP traffic. [2], [4], [23] applied single-linkage hierarchical clustering to group the malicious samples in classes with similar behaviors. In a similar work [26] malware binaries were executed in a sandbox environment and SVM was used to identify the shared behavior of fourteen malware families.

Our work differs from the related work in several ways. First, none of the related work was based on data collected by advertised, fully functional, three-tier honeypot system, with standard security settings. Although based on honeypots, our data collection approach and goals are complementary to other existing approaches based on honeypots. These include honeypots deployed for the purpose of being compromised (typically throughout SSH authentication) in order to analyze the behavior of the adversaries following SSH compromises [1], [25], [27], [28]. Another complementary approach to ours is to use passive monitoring of the unused address space or active responders with a goal to cover a large range of IP addresses in order to collect information on malicious activities such as worm outbreaks and botnet sweeps [3], [31]. Our goal is to study attacks that spread along application-specific topologies (i.e., Web) which typically carefully select their victims and therefore are unlikely to be observed in the unused address space or a honeyfarm of active responders [31].

Second, while we use machine learning techniques as several recent papers which dealt with studying malicious behaviors, we classify malicious activities with a goal to distinguish among twenty malicious classes (eleven vulnerability scan classes and nine attack classes). Other works distinguished (1) among one normal and four malicious classes [15], [18], [34], (2) among two normal and six bot classes [5], (3) among three types of attacks on port 445 [7] or (4) grouped malware programs with similar behaviors [2], [4], [23], [26].

Third, we identify the best subset consisting of a small number of features that are most useful for classification of malicious activities, thus identifying the simplest, most efficient model for our dataset. Some of the related work papers did not use feature selection methods; they either built behavioral profiles based on observing a small number of system events [2], [4], or used small number of features (i.e., four features in [7] and seven features in [23]). Other related work papers used feature ranking [26], dimensionality reduction based on PCA [5], [34] or reduction of support vectors in SVM [18], but not feature selection methods.

Finally, unlike most of the related work which used only one learner, we use multiple learners and compare their performance and effectiveness using several metrics.

### III. Data Collection and Extraction

Facing the lack of publicly available, recent data on malicious attacker activities, we developed and deployed a high-interaction honeypot as a means to collect such data [12]. The honeypot ran off-the-shelf operating system and applications, which followed typical security guidelines and did not include user accounts with nil or weak passwords. Furthermore, instead of a set of independent applications typically installed on honeypots, our honeypots had meaningful functionality and followed a three-tier architecture consisting of a front-end Web server, application server, and a back-end database. In particular, the honeypot ran the Windows XP Service Pack 2 operating system, with Microsoft IIS 5.1 Web server, and PHP 5.0.2 server. It also included two Web 2.0 applications: the most widely used wiki software MediaWiki (version 1.9.0), which is used as an application base for Wikipedia, and the most downloaded open source blogging software Wordpress (version 2.1.1). Both Web 2.0 applications used the MySQL database (version 4.1) as a back-end tier. From the honeypot with this configuration, we collected data in a duration of nine months (i.e., 273 days).

The honeypot was advertised using a technique called ‘transparent linking’ which involves placing hyperlinks pointing to the honeypot on public Web pages, so that it is indexed by search engines and Web crawlers, but cannot be accessed directly by humans. Advertising honeypots that ran Web systems is of crucial importance for collecting realistic data because it allowed us to observe typical malicious activities aimed at these systems, including attacks based on search engines.

Our data is organized in Web sessions, each defined as a sequence of requests from the same source IP address to port 80, with a time between two successive requests not exceeding a threshold of thirty minutes [12]. The malicious sessions were extracted automatically from the logs of the front-end Web server (i.e., IIS). Since the honeypot could not be accessed directly by human users because of the ‘transparent linking’ approach used for advertising, the only non-malicious sessions in the logs consisted of system management traffic generated by our team and legitimate Web crawlers such as Google and MSNBot. Removing the system management traffic was a trivial task. The crawlers were removed based on the IP addresses listed in iplists.com and other similar sites and based on manual inspection of the remaining traffic.

In order to be able to evaluate the supervised machine learning techniques the malicious Web sessions have to be labeled (i.e., assigned to classes), which is then used as a ground truth. To identify different classes of vulnerability scans and attacks we first automatically identified all unique malicious requests in the HTTP application level logs. Then, we examined different fields in these requests and manually
assigned the specific classes of attacker activities. This process included using the descriptions provided by the Open Web Application Security Project (OWASP) [21] and searching public databases such as [19] and [30]. (Further details on Web sessions labeling can be found in our previous work [12].) The breakdown of malicious Web sessions to different vulnerability scan and attack classes is shown in Table I. Overall, out of twenty classes only five have high frequency. The remaining fifteen classes account for a little over 9% collectively, with most of them contributing individually less than 1%.

It should be noted that the configuration of our honeypot and the malicious attacker activities collected by it are representative of Web systems that run Web 2.0 applications such as wiki and blog. Honeypots with different configurations will, at least partially, experience other types of vulnerability scan and attack classes.

In this paper each Web session is characterized with a vector of 43 different features (i.e., session characteristics). These 43 features extend the feature sets used in [7] and [23] (consisting of four and seven features, respectively) by considering features similar to those used in articles on network intrusion detection, host intrusion detection, and Web crawlers identification. (Further details and references are given in [22].)

The complete list of 43 features is as follows: (1) number of requests; (2) bytes transferred; (3) duration (in seconds); (4)-(8) mean, median, minimum, maximum, and standard deviation of the time between requests; (9)-(14) number of requests with a specific method type (i.e., GET, POST, OPTIONS, HEAD, PROPFIND, and other); (15) number of requests to picture files (e.g., .jpeg, .jpg, .gif, .ico, .png); (16) number of requests to video files (e.g., .avi, .mpg, .wmv); (17) number of requests to static application files (e.g., .html, .htm); (18) number of requests to dynamic application files (e.g., .php, .asp); (19) number of requests to text files (e.g., .txt, .ini, .css); (20)-(24) number of requests with specific status code (i.e., Informational (1xx), Success (2xx), Redirect (3xx), Client error (4xx), and Server error(5xx)); (25)-(29) mean, median, minimum, maximum, and standard deviation of the length of requests’ substrings within a session; (30)-(34) mean, median, minimum, maximum, and standard deviation of the number of parameters passed to application within a session; boolean indications of whether: (35) robots.txt file was accessed in any request of that session; (36) it was a night session (between 12 am to 8 am local time); (37) there was a remote site injection in at least one request; (38) a semicolon was used to divide multiple attributes passed to an application in at least one request; (39) a string containing suspicious encoding in any of the requests; (40) a reserved character was used in any of the requests; (41) an ASCII control character was used in any of the requests; (42) a non-ASCII control character was used in any of the requests; and (43) an invalid encoding was used in any of the requests.

### Table I. Breakdown of Malicious Web Sessions

<table>
<thead>
<tr>
<th>Malicious activity</th>
<th>sessions</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Vulnerability scans:</strong> Total</td>
<td>2,883</td>
<td>48.85%</td>
</tr>
<tr>
<td>DFind</td>
<td>4</td>
<td>0.75%</td>
</tr>
<tr>
<td>Other fingerprinting</td>
<td>2</td>
<td>0.03%</td>
</tr>
<tr>
<td>Static</td>
<td>508</td>
<td>8.61%</td>
</tr>
<tr>
<td>Blog</td>
<td>797</td>
<td>13.50%</td>
</tr>
<tr>
<td>Wiki</td>
<td>1,307</td>
<td>22.15%</td>
</tr>
<tr>
<td>Blog &amp; Wiki</td>
<td>150</td>
<td>2.54%</td>
</tr>
<tr>
<td>Static &amp; Blog</td>
<td>11</td>
<td>0.19%</td>
</tr>
<tr>
<td>Static &amp; Wiki</td>
<td>22</td>
<td>0.37%</td>
</tr>
<tr>
<td>Static &amp; Blog &amp; Wiki</td>
<td>28</td>
<td>0.47%</td>
</tr>
<tr>
<td>phpMyAdmin</td>
<td>11</td>
<td>0.19%</td>
</tr>
<tr>
<td>Static &amp; phpMyAdmin</td>
<td>3</td>
<td>0.05%</td>
</tr>
<tr>
<td><strong>Attacks:</strong> Total</td>
<td>3,019</td>
<td>51.15%</td>
</tr>
<tr>
<td>Denial of Service (DoS)</td>
<td>4</td>
<td>0.07%</td>
</tr>
<tr>
<td>Password cracking Blog user accounts</td>
<td>10</td>
<td>0.17%</td>
</tr>
<tr>
<td>Password cracking Wiki user accounts</td>
<td>71</td>
<td>1.20%</td>
</tr>
<tr>
<td>Spam on Blog</td>
<td>1,434</td>
<td>24.30%</td>
</tr>
<tr>
<td>Spam on Wiki</td>
<td>1,304</td>
<td>22.09%</td>
</tr>
<tr>
<td>Remote File Inclusion (RFI)</td>
<td>9</td>
<td>0.15%</td>
</tr>
<tr>
<td>SQL injection</td>
<td>2</td>
<td>0.03%</td>
</tr>
<tr>
<td>Cross-site Scripting (XSS)</td>
<td>3</td>
<td>0.22%</td>
</tr>
<tr>
<td>Other Attacks</td>
<td>172</td>
<td>2.91%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>5,902</td>
<td>100%</td>
</tr>
</tbody>
</table>

### IV. Data Mining Approach

To classify the observed malicious traffic to eleven vulnerability scans classes and nine attack classes we use three different supervised machine learning methods: decision tree J48 which is a Java implementation of the C4.5 decision tree algorithm [24], a rule induction method based on partial decision trees (PART) [10] and multiclass one-vs-all SVM [32]. For pruning both J48 and PART we used the Reduced Error Pruning (REP). For SVM we used the Radial Basis Function (RBF) as a kernel function.

Besides applying the learners to all 43 features we also employ a feature selection method. The motivation for using feature selection is to explore whether a small subset of session characteristics can be used to efficiently distinguish among classes of malicious sessions. In particular, we use information gain feature selection method which ranks the features from the most informative to least informative using the information gain as a measure [17]. Our goal is to find a subset of features that works well for all classes, which is commonly referred to as simultaneous multiclass feature selection.

#### A. Classification process

**Preprocessing.** Since the ranges of the 43 features differ significantly we first apply Min Max Normalization, resulting in a new range [0, 1] for each feature.

**Model tuning and feature selection.** We select one seventh of the dataset (i.e., 844 out of 5,902 sessions) using random stratified sampling and use it to tune the parameters of the three machine learning algorithms. We also run the feature selection method on this tuning subset, which avoids...
overfitting the model. The feature selection is done based on stratified 10 cross validation within the tuning subset and produces a list of features ranked by information gain from highest to lowest. Since our goal is to identify the smallest number of features sufficient to accurately distinguish among different malicious classes, we use the following procedure for each learner. We start with the highest ranked feature and include one feature at a time until reaching less than or equal to 2% difference of the overall accuracy compared to the case when all 43 features are used.

Training the classifiers and making predictions. The remaining six sevenths of the data (i.e., 5,058 malicious Web sessions) are used to train and test the tuned models using stratified 10 cross validation. The results presented in section V are the averages over the ten folds.

B. Evaluating learners’ effectiveness

To evaluate the performance of each learner, we compute the confusion matrix given with equation (1). For each class \(i\) out of total \(m\) classes, the diagonal element \(E_{1i}\) is equal to the number of sessions that actually belong to \(i\)-th class and are correctly assigned to this class, which is referred to as true positives \(TP_i\). Each off-diagonal element \(E_{ij}, i \neq j\) gives the number of sessions that actually belong to the \(i\)-th class that have been incorrectly assigned to class \(j\).

\[
\begin{bmatrix}
E_{11} & E_{12} & \cdots & E_{1j} & \cdots & E_{1m} \\
E_{21} & E_{22} & \cdots & E_{2j} & \cdots & E_{2m} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
E_{11} & E_{12} & \cdots & E_{ij} & \cdots & E_{1m} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
E_{m1} & E_{m2} & \cdots & E_{mj} & \cdots & E_{mm}
\end{bmatrix}
\]

(1)

Then, we use the confusion matrix to compute metrics for each class individually and for all classes together.

Per class metrics. For each individual class \(i\), let \(TP_i\) denote true positives (the number of the sessions that in fact belong to \(i\)-the class and are correctly assigned to this class); \(FP_i\) denote false positives (the number of the sessions that in fact do not belong to \(i\)-th class, but are falsely assigned to this class); \(FN_i\) denote false negatives (the number of the sessions that in fact belong to \(i\)-th class, but are falsely not assigned to this class); and \(TN_i\) denote true negatives (the number of the sessions that in fact do not belong to \(i\)-th class and are correctly not assigned to this class).

For each class \(i\) we compute the recall \((R_i)\) and precision \((P_i)\) as follows:

\[
R_i = \frac{TP_i}{TP_i + FN_i}
\]

(2)

\[
P_i = \frac{TP_i}{TP_i + FP_i}
\]

(3)

Recall \((R_i)\) defined by (2), which sometimes is also called probability of detection, accounts for the probability of correctly classifying the sessions of each class (i.e., the ratio of detected sessions of class \(i\) to all sessions in class \(i\)). Precision \((P_i)\), defined by (3), determines the fraction of sessions correctly classified to belong to class \(i\) out of all sessions classified as class \(i\). The F-score \((F_i)\) of each class \(i\) is then computed as a harmonic mean of the \(R_i\) and \(P_i\) as:

\[
F_i = \frac{2R_iP_i}{R_i + P_i}
\]

(4)

\(R_i\), \(P_i\), and \(F_i\) values are in the interval \([0, 1]\); larger values correspond to better classification. Ideally, we want both recall and precision to be 1, which leads to F-score equal to 1. If either one is 0, F-score is 0 by definition.

Metrics for all classes. To evaluate the learners’ performance for all \(m\) classes together, that is, for the entire classification problem, we use the overall accuracy given by

\[
\text{accuracy} = \frac{TP}{TP + FN} = \sum_{i=1}^{m} \frac{TP_i}{\sum_{i=1}^{m}(TP_i + FN_i)}
\]

(5)

The overall accuracy gives equal weight to each malicious session, regardless of the class distribution, and therefore it tends to be dominated by the classifier's performance on common (i.e., high frequency) classes.

In order to account for the classes and the distribution of malicious sessions among classes, we introduce a weighted averaging approach, which takes into account the frequency of each class in computing the average metrics for all classes.\(^1\) Let \(m_i\) denote the number of instances in the \(i\)-th class. Then the weight of the \(i\)-th class is the fraction of sessions that belong to class \(i\) and it is given by \(w_i = m_i / \sum_{i=1}^{m} m_i\). The weighted-recall is then defined as

\[
\text{weighted-R} = \sum_{i=1}^{m} \left( w_i R_i \right)
\]

(6)

The weighted precision is defined similarly and the weighted-F score is computed as a harmonic mean of the weighted-R and weighted-P.

V. MAIN OBSERVATIONS

In this section we discuss the main observation as they pertain to our research questions. The results are based on the random stratified sample of 5,058 malicious Web sessions, which do not include the one sevenths of the instances used for tuning the models.

A. Can supervised machine learning methods be used to automatically classify malicious activities? Are some classes harder to predict than others?

We start the evaluation with exploring the metrics for individual classes. For this purpose in Figure 1 we present the performance of J48 in terms of per class recall \(R_i\),

\(^1\) The weighted recall and precision reduce to arithmetic average metrics if all classes are given the same weight. Arithmetic averages typically are not used in multiclass classification because they are heavily influenced by the low frequency classes, and thus provide very pessimistic estimates.
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The other learners considered in this paper have per class performance similar to J48, as it can be observed from Figures 2 (a) – (c), which show the confusion matrices of malicious classes for J48, PART, and SVM, respectively. (The density of each cell, represented by shades of grey, gives the percentage of a true malicious class assigned to a predicted class by the classifier. The main diagonal corresponds to correct classification assignments. For a good classifier, the cells on the main diagonal are darkest among all cells.) Detailed discussions for PART and SVM are omitted due to space limitations.

In summary, we conclude that supervised machine learning methods successfully classify malicious Web activities, both in terms of classes and total number of instances. Thus, in the case of J48, only three very small classes which classified well. Conversely, other comparably small classes are much better classified, such as for example Password cracking to Blog accounts with F-scores around 70% or DoS with a perfect F-score of 100%.

In a multiclass setting there are two reasons why some classes receive substantially lower recall and/or precision than others. The first reasons for poor classification is due to the fact that for some classes there are very few positive training examples. Although in some domains this problem may be resolved by obtaining more training cases for that class, we believe that may not be always possible in case of malicious activities. For instance, even though we collected data over nine months period, we observed only a few SQL Injection and Other Fingerprinting sessions out of total 5,902 malicious Web sessions.

The second reason why some small classes are classified worse than others is that they may have less predictive features than other classes. For example, in the case of J48, the RFI class with eight sessions has recall of only 50% and F-score of 61.50%. On the other side, the DoS class, which consists of only four sessions, is detected with 100% recall and precision due to the fact that it has distinctive features.

In order to address the class imbalance problem, we used the AdaBoost algorithm [11], which is a meta-algorithm used along with other learning algorithms. In particular, AdaBoost runs on the dataset several times and in each run it updates the distribution of weights for all classes. In every round the weights of poorly classified classes are increased and the weights of well classified classes are decreased, thus the classifier in the next run focuses on the classes which have so far eluded correct classification. Therefore, we can say that this algorithm is adaptive in the sense that subsequently built classifiers are tweaked in favor of those instances misclassified by previous classifiers. Somewhat surprisingly, AdaBoost did not improve learners’ performance on the small misclassified classes for our dataset. We suspect that this result is due to the fact that our dataset is highly imbalanced, with the smallest classes consisting only of handful of instances.
together account for only 0.26% of all sessions, are not classified well (i.e., have recall, precision, and F-score less than 50%). Twelve out of twenty classes, which contain close to 99% of all instances, have F-scores above 70%. The top eight best classified classes have recall, precision, and F-score above 90%. These eight classes contain more than 92% of all instances, and in addition to the five largest classes include some very small classes.

**B. Can malicious cyber activities be distinguished using a small number of features (i.e., session attributes)? Do some learners perform better than others?**

When one tries to distinguish among various classes of malicious sessions it is very important to choose the simplest possible model because it leads to better efficiency and performance of the machine learning algorithms. Typically, some features have more predicting power than others and by studying these “best” features in more details we can develop better understanding of malicious activities.

As discussed in Sections IV, for each learner we use information gain to select the smallest subset of features that works well for all classes (i.e., we perform simultaneous multiclass feature selection), without significantly worsening the learner’s performance. Table II shows the top ranked features ordered from the most to least informative. To achieve overall accuracy within 2% of the accuracy when all 43 features are used J48, J48 pruned, PART, and PART pruned require the top seven features, while SVM requires the top seventeen features. Obviously, multiclass machine learning methods can separate malicious Web sessions successfully using small number of features, from 16% of all features in the best case (J48 and PART) to around 40% in the worst case (SVM). Before continuing the comparison of the learners, we discuss the top ranked features which have the highest predictive power for the classification of malicious Web traffic.

The features that appear to play the most significant role in classifying malicious sessions in our dataset are related to the length of the request substrings within a session (i.e., features (25) through (29)). We looked carefully into the sessions and noticed that attack classes tend to have longer request substrings than vulnerability scan classes. Furthermore, out of all attack sessions, the sessions that posted spam on the Wiki and Blog had the longest length of request substring. Vulnerability scan sessions on the Wiki and the Blog also had among the longest length of request substring.
Features (30) – (34), which deal with the number of parameters passed in requests substring within a session, are also among the top seventeen features based on the information gain. This is due to the fact that our honeypots contained interactive content (i.e., ran MediaWiki and Wordpress). In particular, exploring the values of these features in the raw data showed that attacks which posted spam to the Wiki and Blog passed more parameters than any other attack class. Overall, attack sessions typically passed more parameters than vulnerability scan sessions.

Among the top seven features, which are included in the selected feature subset for all learners, is the feature (2) Bytes transferred, which does not appear to show a particular trend across different classes when considered on its own.

As expected, the number of requests with POST method (i.e., feature (10)) also appears among the top ranked features. A close inspection of the data showed that all vulnerability scan classes have zero requests with POST method, while attack classes have zero or more requests with POST method. For example, attacks such as password cracking or posting spam on Wiki or Blog include at least one request with POST method.

Following down the list of the top ranked features is the feature (18) Number of requests to dynamic application files (e.g., .php and .asp), which is expected having in mind that our servers ran dynamic content. Thus, we noticed that both vulnerability scan and attack classes related to spam have higher number of requests to the dynamic application files than any other class. This is because the malicious activities related to spam only work when there is an interactive component present in the attacked system. Feature (21) Number of requests with Success status code is also included among the top features. In our dataset, attacks tend to have greater number of requests with Success status code than vulnerability scans, which is due to two reasons. First, as discussed in our previous work [12], most of the attacks on Web systems are search-based (i.e., use search engines or malicious crawlers to locate the application before launching the attack), that is, attempt to exploit an existing application on our system, which results in Success status code of the requests. On the other side, vulnerability scans often check for particular file and/or application that are not present on the system, which results in an error status code (e.g., 401).

The last three remaining features among the top seventeen features are (3) Duration, (4) Average time between requests and (9) Number of requests with GET method. Exploring the raw data led to the following interesting observations which apply to some instances of particular classes. The longest sessions in duration belong to the Spam on wiki class. However, there are also other much shorter Spam on wiki sessions. Sessions with the shortest average time between requests belong to different types of vulnerability scan sessions. Around 95% of all sessions have at least one requests (and at most 491 requests) with GET method, which is used for retrieving data.

We now return to the comparison of the learners performance. Figure 3 shows how the overall accuracy is affected by changing the number of features from five to 43, in increments of five, for all the learners. Note that the features are included using the ranked list by the information gain. By examining Figure 3, it can be noticed that J48 is slightly better than PART, with no more than 1% difference in the overall accuracy. The pruned J48 and PART (shown with dotted lines in Figure 3) do worse than unpruned J48 and PART by only 0.69% to 1.64%, depending on the number of features used. The same observation can be made comparing Figures 2 (a) and (d) for J48 unpruned and J48 pruned, and Figures 2 (b) and (e) for PART unpruned and PART pruned. Obviously, the pruned versions of the learners have slightly darker shades in some off-diagonal cells of the confusion matrix when compared to the unpruned versions.

Furthermore, both pruned and unpruned versions of J48 and PART outperform SVM, with a difference that decreases with increasing the number of selected features. We already mentioned that SVM needs seventeen features, i.e., more than twice as many features as J48 and PART to achieve accuracy within 2% of the case when all features are used. If we use the top seven features the overall accuracy of SVM
is around 84%, much lower than the accuracy of J48 and PART with the same number of features, which is in the range of 91% to 93%.

Table III summarizes the overall accuracy given by equation (5) and the time it takes to build the models, for all learners, first with all 43 features and then with the selected features. We also computed the values of the weighted recall using equation (6), which differed less than 1% from the corresponding values of the overall accuracy, and therefore are not reported in Table III. This phenomenon is due to the fact that classes with low recall are extremely small (i.e., less than 1%) and thus have very small effect on the weighted recall.

From Table III we observe that the pruned versions of J48 and PART produce the classification results much faster than the unpruned versions, both when all 43 features are used and when the selected seven features are used. This is an expected result because the pruning reduces the number of J48 leaves and PART rules significantly. For example, when all 43 features are used the unpruned J48 tree has 150 leaves, while the pruned J48 tree has 94 leaves. Similarly, unpruned PART has 152 rules and pruned PART has 67 rules. J48 and PART (both unpruned and pruned versions) require significantly less processing time than SVM. When feature selection is employed, the time taken to build the tree based learners decreases significantly. However, that is not the case with SVM, which required more processing time with the selected seventeen features than with all 43 features.

We conclude this section by providing several examples of PART rules in Table IV. These rules illustrate the usefulness of the results for intrusion protection and detection systems, such as firewalls and intrusion detection tools.

For example, out of total 1229 Spam on blog sessions 1218 were successfully classified using the rule in Table IV which includes at least one request with POST method, the maximum number of parameters passed in a request is between 18 and 27. Note that the examples in Table IV, in addition to large classes such as Spam on blog and Spam on wiki, include classes such as DFind and DoS; which in spite of the small size are among the classes with the highest recall due to the fact that they have distinctive features.

VI. CONCLUDING REMARKS

In this paper we addressed the problem of distinguishing among multiple classes of malicious behaviors aimed at Web systems. The dataset consisting of over 5,900 malicious sessions was collected by a high-interaction honeypot which ran a fully functional three-tier Web system (including Web 2.0 applications such as blog and wiki) in duration of nine months. The configuration was based on off-the-shelf operating system and applications, with standard security settings and strong passwords.

Our results show that, even in the presence of extreme skewness, the multiclass supervised machine learning methods can distinguish successfully among twenty malicious behavior classes (i.e., eleven vulnerability scan classes and nine attack classes), with high recall and precision for all but three small classes, together contributing to only 0.26% of the data. It appears that different classes of malicious behavior differ in small number of features (i.e., session characteristics). Specifically, using only seven out of 43 featured, J48 and PART successfully distinguished among malicious activities without significant loss of accuracy compared to when all features were used.

Our results further show that tree based algorithms J48 and PART perform slightly better than SVM with respect to the overall accuracy and weighted recall. Even more, J48 and PART require less than half of the features used by SVM to perform the classification task close to the case when all features were used. Considering that SVM executes much slower than J48 and PART, and provides almost no insight into characteristics of malicious activities, J48 and PART appear to be clear methods of choice for multiclass classification of malicious activities.

The results presented in this paper enrich the empirical evidence on malicious cyber activities and can support areas such as generation of attack signatures and developing models for attack injection that can be used for testing the resilience of services and systems.
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### Table IV. EXAMPLES OF PART RULES BASED ON USING ALL FEATURES

<table>
<thead>
<tr>
<th>PART rule</th>
<th>Class</th>
<th>Class size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of requests with Success status code = 0 AND Median length of requests substring &lt;= 64 AND Bytes transferred &gt; 2138 AND Min number of parameters passed &gt; 0 AND Number of requests with POST method = 0 AND Min length of requests substring &gt; 26 AND Min length of requests substring &lt;= 32</td>
<td>DoS</td>
<td>4</td>
</tr>
<tr>
<td>Number of requests to dynamic application files = 0 AND Max length of requests substring &lt;= 33 AND Number of requests to text files &lt;= 8</td>
<td>Spam</td>
<td>436</td>
</tr>
<tr>
<td>Number of requests with Success status code &gt; 0 AND Number of requests to static application files = 0 AND Max number of parameters passed = 1 AND Number of requests with OPTIONS method &gt; 0 AND Number of requests with POST method &gt; 0 AND Median length of requests substring &gt; 18 AND Median length of requests substring &lt;= 27</td>
<td>Spam on blog</td>
<td>1,229</td>
</tr>
<tr>
<td>Standard deviation of number of parameters passed &lt;= 3.07 AND Standard deviation of time between requests &lt;= 396</td>
<td>Spam on wiki</td>
<td>1,118</td>
</tr>
</tbody>
</table>


