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Simplex Method
Notation Scheme:
X - arrow indicates vector,
X — capital letter indicates matrix,

x — small letter without arrow indicates scalar.

Objective:
Max z =2C X
s.t. X=b
% =0
where

A - a matrix of rank m X n (n — number of variables, m — number of constraints),
C - vector of objective function’s coefficients,

X - vector of unknown variables,

Tl

- vector of constraints’ coefficients,

0- null vector.

One way to solve this problem is to find all extreme points (basic feasible solutions), put

them to objective function and then select the solution, which yields to the maximum

value of objective function (z). But it will take in the worst case ( jexponentlal time.
m

Simplex

Stepl.

Represent matrix A in the following way:
A=(B N)

It is non-trivial problem to get the basis B, so assume we are given the first basis B.



So we have the following:
X = (Y(B ) )_(N ) whereX; is the vector of basic variables ,

Xy 1s the vector of non basic variables.

—

€=(Cs,Cy) where Cg, € corresponding vectors of coefficients of basic and non-

basic variables.

—

The expression A X = D can be rewritten in the following way:
Xg — ~ -
(B N))_{ =b = BX; +N X, =b
N

We know that B*exists since we have basic variables.

-1 - . .
B~ b here we set X, (all non-basic variables) to zero.

Now objective function can be rewritten in the following way:
Z=C, X +Cy X,

We wish to check whether we are at optimum or not.

-

Let’s substitute *® into z, we will get:
z=C, (B*b-B™NX,)+C, %, =C; B'b - (S, B*N -¢,) X,

Let J = {set of non-basic columns}, so we can rewrite z as follows:

z=C,B'b-Y (5, B™"a —-c)x

j0J
Observe that the rate of change of objective function with respect to X; is

06_2: - (G B™a; —c;) which s also (z - ¢) and is called reduced cost.
X.
J

How can we change the basis? We need to pick a variable that will leave the basis and

choose the variable that will enter into the basis. If (G B™ a; —¢;) <O, derivative is



positive, hence increasing Xj from zero improves objective function. If negative, no need

to increase Xj. This leads us to step2.

Step2.
If all non-basic variables cause derivative to be less then or equal to zero, then we are at
optimal point (no need to change the basis). If this is not the case then one way to

improve objective function is to follow greedy strategy. We can bring in the variables

. . 0z : . : :
with maximum 6_ , but we have to make sure that we still have basic feasible solution.
X.
J

Theorem 1. Any vector a[J R™ can be expressed as a unigue linear combination of the
basis vectors (b,, b, ...... b.)

Proof. Since (b,, b, ...... b,.) is basis, definitely we have

a=A b +A,b,....A_ b wheenotal A =0

Let assume that there is another linear combination, then
a=ub +....ub = 0= -u)b+...(A -u)b

Since (b, b, ...... b, )is a basis, all (A — ) must be equal to 0 = A =y .

Theorem 2. Let a=A b +A,b,...... A b, whereA #0, then there exists a set of
(b, b,...... b,,,, @) that is a basis.

Proof. We need to show that the set (b,, b, ...... b, ,, d)is linearly independent.

m-17
To prove it let’s assume that the set (Bl, 52 ...... Bm_l, a) is not a basis, i.e. it is linearly
dependent. To be linearly dependent we should have a constraint like follows:

b + 1, b, ... s b +0a=0, wherenotall £,0=0.

Can 6 = 0? No, it cannot, otherwise ,U161 + U, 62 ...... /Jm-16m-1 =0, which is impossible
because (b, b, ...... b _)O(b,b,...... b.)and a subset of a linearly independent set is

always linearly independent.



Substituting aby the above expression:

,UJ_B,L + :uz E).2 ''''' :um—16m—1 + (/11 Eil + AZ E).2 """ /‘m Bm)5 =
(1 +0a,)b, + (i, +30,)b, +...+ A, b, =0

If not linearly independent, then not all A, 0 =0. But there is no such combination that
makes it 0, because by definition we have A, # 0, hence A, 3 b, # 0.

Pick departing variable:

% =B*b-B'N%, =

%, =B'b-Y (B &)X,

i0J
Variable that coming in. Let X, is non basic variable that coming in.
B™a, =4,
a =Ba,
al,k

We can only push Xy up until one of the variables becomes negative.

b, ay

[ b,
X =mns—— ,a;, >0
a, ’
j.k

This is called minimum ratio test.
Example. max z =2x1+3X>
st. X1-2x2<4

2x1+ X2 <18



X2 <10
X1 X220

Rewriting in the standard (canonical) form:

max z = 2x1+3X» (1.0
st X1-2X2+ x3=4 (1.2
2X1+ X2 +X4=18 (2.3
X2+ x5=10 (1.5)
X1 X2, X3, X4, X5 =20
Data for the problem is:
1 -2100 4
A=[2 1 010 b=|18 c=(2 30 0 0)
0O 1 001 10

We begin by choosing a starting basis matrix B. Since the solution will be determined by
B'l, we will choose starting basis matrix B = 1.

Observe that from matrix A,

100 Xg 1 X3
B=(a, a, a,)=|0 1 0|=1I Xg =| Xap | =] X
0 01 Xg 3 Xs

Now solving for z and Xg in terms of Xy, we get:

7z =2 X1+ 3X> (1.6)
Xz=4—x1+ 2 X2 1.7
Xq4=18 = 2Xx1- X» (1.8)
Xs5=10-x2 (1.9)

The starting solution, which is obtained by setting the non basic variables equal to zero,

can be summarized as follows:



From the (1.6) we see that ;722 -(z,-c,)=2>0 and 0672: -(z, -¢c,) =3>0.That

1 2

is z —¢, =-2<0 and z, -c, =-3<0. So increasing either x1 or xo will increase the

o . 0z z
value of z, hence the current solution is not optimal. Because 6_< P let us choose
Xl X2

variable x; as the entering variable. Next we need to find departing variable using the

minimum ratio test. As X, increased, we must ensure that X3, X4 , X5 remain nonnegative.

From (1.7)-(1.9) the values of the basic variables are given by:

X, 4 -2
Xg =| X, |=B—-%,0a,=[18|-X%X,| 1 |20 (1.10)
Xs 10
0%, . . . . 0X,
From (1.10) —= = 2, thus x3 increases 2 units for each unit increase in xo. —— = —1 and
X2 XZ
0X; . . .
—==-1. From (1.10) x4 and x5 will remain nonnegative as long as x» < 18/1 and
X2

X5 < 10/1 respectively.

Minimal ratio testis min {18, 10} = 10 and xs is the departing variable. Equation (1.9) is
called blocking equation and xs is the blocking variable or departing variable.

New canonical expression now is derived by solving for X, in the blocking equation and
using this representation of x» to eliminate x, from the remaining equations.

This process is called pivot and results in the following:



z=2x, +2(10-x;) =30+ 2%, —3x, 1.11)
X, =4-x +2(10-x;) = 24— %, — 2%,

x, =18-2x, —(10-x,) =8-2x, + X,

X, =10- X,

The current solution and basis matrix can be summarized as:

Note that ap has replaced as n the basis matrix B.
This solution is not optimal, because from (1.11) we see that z; — ¢1= -2 < 0, thus X1 is
chosen as the entering variable.

Basis variables can be written as:

Xg 24 1
Xg =| X, |=B-xa,=| 8 |-x%x|2|=0 (1.12)
Xs 10 0

From 1.12 x3 will remain nonnegative s long as x < 24/1 = 24, similarly, x4 and x2 will

remain nonnegative as long as x4 < 8/2 =4 and x, < o, respectively.

Minimum ratio test yields min {24, 4} =4 and x4 is the departing variable.

The pivot operation results in



z:30+2[4—ﬁ+§J—3x5 =38-x, - 2%
2 2

5
X, = 24—(4—X—2“+X—25J—2x5 = 20+X—24——X5

2
X, . X
=4-"4 45
. 2 2
X, =10— X,

This solution is optimal, because now z4 — ¢4 = 1 >0 and zs — c5 = 2 >0.

The optimal solution can be summarized as follows:

Z =38
Xg 1 X; 20
XB = XB,Z = Xl = 4
Xg 3 X, 10



