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1 Two theorems

Theorem: 1.1 Consider the polyhedral set S = {X: A.X = G, X > 6}, where A is an m x n rational matriz and
rank(A) = m < n. A point X' € S is an extreme point if and only if it represents the intersection of n linearly
independent hyperplanes.

Proof: Let x' be an extreme point of S. We need to show that it represents the intersection of n linerarly indepen-
dent hyperplanes of S. Clearly x' must satisfy the m constraints of A.X = b. Hence it lies at the intersection of
at least m linearly independent hyperplanes. ( Remember that the rows of A are linearly independent hyperplanes
since its rank is m. ) For the remaining n — m linearly independent hyperplanes we look at the hyperplane set
X > 6, which is a collection of n hyperplanes x1 = 0,29 = 0,...,2, = 0. If it is the case that there are fewer than
n — m of these hyperplanes which are binding at x' then we can write

2h=0,i=1,2,...p (1)
2i>0,i=p+1,...n (2)

where p < n —m. Thus the point x/ satisfies the system

AX=b (4)
,a=1,2,...p (5)
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We can rewrite System (4) as
QX=h (7)

Observe that System (7) is a linear sysem with m + p equations and n variables, where m + p < n. Clearly this
means that the columns of Q are linearly dependent; hence we must have a vector ¥ # 0,€ R"™ such that

Qy=0 (3)
Now consider the two points x"" and x""' described by:

(9)
(10)
(11)

XA > 0. Now observe that Q.x/" = Q[;’ +Ay] = Q.x' and Q.x" = Q[;’ - Ay = Q.x since Q.5 = 0. Thus the

-

points x'" and X" also satisfy the system Q.X = h and hence the combined systems represented by System (4).
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Further note that, we can choose X in such a way that :13 i=2i+Ay; > 0,i = p+1,...n and x"
i —Ay; > 0,i=p+1,...n. This means that both x" and x' belong to the set S. However X = -x'" +

thereby contradicting the hypotheszs that x' is an extreme point of S.

We now have to show the converse i.e. if x' is the intersection of n linearly independent hyperplanes, it
must be an extreme point. Without loss of generality, let us assume that the n linearly independent hyperplanes
intersecting at x' are
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AX=b (12)
z;=0,i=1,2,...,.n—m (13)
(14)
If);’ is not an extreme point, then it can be expressed in the form
x = a.x + (1— oz).xn’,oz € (0,1) (15)
Consider the first n — m coordinates of the points, );’,x 'x". We must have
;= ax! +(1—a)z (16)
Since both o and (1 — &) are greater than 0, while z; = 0, 2! and z}"" must be 0 for i =1,2,...n —m. Since, we
have A.x' = A.x" = AX"", we must have
n n n
Z :E;».aj = Z :E;».aj = Z :L‘;-.aj =b (17)
j=n—m+1 j=n—m+1 j=n—m+1
where A = [a1,a2,...,ay] i.e. the a; are column vectors of A. But the columns an_m41,--.,an are linearly
independent since x' is the unique solution to System (12). This forces x; = zf! = 2! fori=m—n+1,...n and

we are done. O

Theorem: 1.2 Consider the polyhedral set S = {X: A.X = b, % > 0}, where A is an m x n rational matriz and
rank(A) =m < n. A point x' € S is an extreme point if and only if it is a basic feasible solution.

Proof: First assume that x' € S is an extreme point. From the previous theorem, we know that x' must lie
at the intersection of n linearly independent hyperplanes. Without loss of genemlzty, we can assume that these
hyperplanes are the m hyperplanes defining A and n — m from the set x/ > 0 ie. 2, =0,i=1,2,...,n—m.
In order to show that X' is a basic feasible solution, we need to show that it is feasible and basic. §'mee it is an
extreme point, it is clearly a point of the set S and hence feasible. All that we need to show now is that x is
basic. Since n — m variables ( components of)Z are set to zero, we can regard them as our vector of non-basic
vamables xN — 0. Then % is the unique solution of the n linearly mdependent hyperplanes A.X = b X > 0. Let

xB represent the remaining m components ofx We can partition A to correspond to the vectors X and XN
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i.e. A = (B:N). Then the extreme point x' is the unique basic solution of the system B.xg + N.xyy = b.
Now assume that x' is a basic feasible solution. This implies that there exists a basis matriz B such that

= (5)-("3*)

This implies that x' is the unique solution of the system B.xp + N.xn = l_;, or equivalently A.X = l_;, xn = 0.
Hence x! lies at the intersection of n linearly independent hyperplanes and is therefore extreme. O

Definttion: 1.1 A set S is said to be convex if given two points x1, x5 € S, the point x3 = a.x1+ (1 —a).z2 € S,
for all « € [0,1]. z3 is said to be a convex combination of x1 and zo. If @ > 0, x3 is said to be a strict convex
combination.



2 Quiz problems
1. Show that the set {A.%{<,=,>}b,% > 0} is convex;
2. Solve graphically:

minz = 4.21 + 5.29
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3.z —22<6
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3. Show that the halfspace H™ = {X: a.X < a} is convex.
4. Given three vectors, a = [4, 2]T, b= [-2,6]T,¢ = [2,5]T, illustrate graphically

(a) The set of all linear combinations of &, l;, c,
(b) The set of all non-negative linear combinations of &, l_;, c,

(c) The set of all convex combinations of &, l_;, c.



