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Proof.

Exercise.
Consider a Bernoulli random variable $X$. 
Bernoulli random variables

Consider a Bernoulli random variable $X$. The moment-generating function of $X$ is:
Bernoulli random variables

Consider a Bernoulli random variable $X$. The moment-generating function of $X$ is:

$$M_X(t) = \quad =$$
Consider a Bernoulli random variable $X$. The moment-generating function of $X$ is:

$$M_X(t) = E[e^{tX}]$$
Consider a Bernoulli random variable $X$. The moment-generating function of $X$ is:

$$M_X(t) = E[e^{tX}] = \sum_{x} P(X) e^{tx}$$
Consider a Bernoulli random variable $X$. The moment-generating function of $X$ is:

$$M_X(t) = E[e^{tX}] = \sum_{X} P(X)e^{tX} = P(X = 1)e^t + P(X = 0)e^0$$
Bernoulli random variables

Consider a Bernoulli random variable \( X \).

The moment-generating function of \( X \) is:

\[
M_X(t) = E[e^{tX}] = \sum_X P(X)e^{tX} = P(X = 1)e^t + P(X = 0)e^0 = \frac{e^t}{2} + \frac{1}{2}
\]
Consider a Bernoulli random variable $X$. The moment-generating function of $X$ is:

$$M_X(t) = E[e^{tX}] = \sum_X P(X)e^{tX} = P(X = 1)e^t + P(X = 0)e^0 = e^t \cdot \frac{1}{2} + \frac{1}{2}$$

Example

Using the moment generating function of $X$: 

---

**Bernoulli random variables**

Consider a Bernoulli random variable $X$. The moment-generating function of $X$ is:

$$M_X(t) = E[e^{tX}] = \sum_X P(X)e^{tX} = P(X = 1)e^t + P(X = 0)e^0 = e^t \cdot \frac{1}{2} + \frac{1}{2}$$

---

**Example**

Using the moment generating function of $X$: 

---
Consider a Bernoulli random variable $X$. The moment-generating function of $X$ is:

$$M_X(t) = E[e^{tX}] = \sum_X P(X)e^{tX} = P(X = 1)e^t + P(X = 0)e^0 = e^t + \frac{1}{2}.$$ 

**Example**

Using the moment generating function of $X$:
- Evaluate the expectation of $X$, i.e., $E(X)$. 

Consider a Bernoulli random variable $X$. The moment-generating function of $X$ is:

$$M_X(t) = E[e^{tX}] = \sum_X P(X)e^{tX} = P(X = 1)e^t + P(X = 0)e^0 = e^t + \frac{1}{2}$$

**Example**

Using the moment generating function of $X$:
- Evaluate the expectation of $X$, i.e., $E(X)$.
- Evaluate the variance of $X$, i.e., $Var(X)$. 
Consider a Bernoulli random variable $X$. The moment-generating function of $X$ is:

$$M_X(t) = E[e^{tX}] = \sum_X P(X)e^{tX} = P(X = 1)e^t + P(X = 0)e^0 = \frac{e^t}{2} + \frac{1}{2}$$

**Example**

Using the moment generating function of $X$:
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Poisson trials:

- Sum of independent 0 – 1 random variables.
- The distribution of the random variables in Poisson trials are not necessarily identical.
- Bernoulli trials are a special case of Poisson trials where the independent 0 – 1 random variables have the same distribution.
- So Chernoff bounds will hold for the binomial distribution (sum of Bernoulli trials) and for the more general sum of Poisson trials.
Let $X_1, \ldots, X_n$ be a sequence of independent Poisson trials with $P(X_i = 1) = p_i$ and let $X = \sum_{i=1}^{n} X_i$. 
Let $X_1, \ldots, X_n$ be a sequence of independent Poisson trials with $P(X_i = 1) = p_i$ and let $X = \sum_{i=1}^{n} X_i$. Then:

$$\mu = E[X]$$
Let $X_1, \ldots, X_n$ be a sequence of independent Poisson trials with $P(X_i = 1) = p_i$ and let $X = \sum_{i=1}^{n} X_i$. Then:

$$\mu = E[X] = E[\sum_{i=1}^{n} X_i]$$
Let $X_1, \ldots, X_n$ be a sequence of independent Poisson trials with $P(X_i = 1) = p_i$ and let $X = \sum_{i=1}^{n} X_i$. Then:

$$
\mu = E[X] = E\left[\sum_{i=1}^{n} X_i\right] = \sum_{i=1}^{n} E[X_i]
$$
Let $X_1, \ldots, X_n$ be a sequence of independent Poisson trials with $P(X_i = 1) = p_i$ and let $X = \sum_{i=1}^{n} X_i$. Then:

$$\mu = E[X] = E[\sum_{i=1}^{n} X_i] = \sum_{i=1}^{n} E[X_i] = \sum_{i=1}^{n} p_i$$
Let $X_1, \ldots, X_n$ be a sequence of independent Poisson trials with $P(X_i = 1) = p_i$ and let $X = \sum_{i=1}^{n} X_i$. Then:

$$
\mu = E[X] = E[\sum_{i=1}^{n} X_i] = \sum_{i=1}^{n} E[X_i] = \sum_{i=1}^{n} p_i
$$

Moment generating functions

For the moment generating functions of each $X_i$:

$$
M_{X_i}(t) = E[e^{tX_i}]
$$
Let \( X_1, \ldots, X_n \) be a sequence of independent Poisson trials with \( P(X_i = 1) = p_i \) and let \( X = \sum_{i=1}^{n} X_i \). Then:

\[
\mu = E[X] = E[\sum_{i=1}^{n} X_i] = \sum_{i=1}^{n} E[X_i] = \sum_{i=1}^{n} p_i
\]

**Moment generating functions**

For the moment generating functions of each \( X_i \):

\[
M_{X_i}(t) = E[e^{tX_i}] = p_i e^t + (1 - p_i)
\]
Poisson Trials

Expectation

Let $X_1, \ldots, X_n$ be a sequence of independent Poisson trials with $P(X_i = 1) = p_i$ and let $X = \sum_{i=1}^{n} X_i$. Then:

$$\mu = E[X] = E[\sum_{i=1}^{n} X_i] = \sum_{i=1}^{n} E[X_i] = \sum_{i=1}^{n} p_i$$

Moment generating functions

For the moment generating functions of each $X_i$:

$$M_{X_i}(t) = E[e^{t X_i}] = p_i e^t + (1 - p_i) = 1 + p_i(e^t - 1)$$
Poisson Trials

**Expectation**

Let $X_1, \ldots, X_n$ be a sequence of independent Poisson trials with $P(X_i = 1) = p_i$ and let $X = \sum_{i=1}^{n} X_i$. Then:

$$
\mu = E[X] = E[\sum_{i=1}^{n} X_i] = \sum_{i=1}^{n} E[X_i] = \sum_{i=1}^{n} p_i
$$

**Moment generating functions**

For the moment generating functions of each $X_i$:

$$
M_{X_i}(t) = E[e^{tX_i}] = p_i e^t + (1 - p_i) = 1 + p_i (e^t - 1) \leq e^{p_i (e^t - 1)}
$$
Let $X_1, \ldots, X_n$ be a sequence of independent Poisson trials with $P(X_i = 1) = p_i$ and let $X = \sum_{i=1}^{n} X_i$. Then:

$$\mu = E[X] = E[\sum_{i=1}^{n} X_i] = \sum_{i=1}^{n} E[X_i] = \sum_{i=1}^{n} p_i$$

**Moment generating functions**

For the moment generating functions of each $X_i$:

$$M_{X_i}(t) = E[e^{tX_i}] = p_i e^t + (1 - p_i) = 1 + p_i(e^t - 1) \leq e^{p_i(e^t-1)}$$
Thus, for each $X_i$:

$$M_{X_i}(t) \leq e^{p_i(e^t - 1)}$$
Thus, for each $X_i$:

$$M_{X_i}(t) \leq e^{p_i(e^t-1)}$$

But what about $M_X(t)$?
Moment generating functions

Thus, for each $X_i$:

$$M_{X_i}(t) \leq e^{p_i(e^t - 1)}$$

But what about $M_X(t)$?

Recall that for $X$ and $Y$ independent:

$$M_{X+Y}(t) = M_X(t)M_Y(t)$$
Thus, for each $X_i$:

$$M_{X_i}(t) \leq e^{p_i(e^t-1)}$$

But what about $M_X(t)$?

Recall that for $X$ and $Y$ independent:

$$M_{X+Y}(t) = M_X(t)M_Y(t)$$

Hence:

$$M_X(t) = \prod_{i=1}^{n} M_{X_i}(t)$$
Thus, for each $X_i$:

$$M_{X_i}(t) \leq e^{p_i(e^t-1)}$$

But what about $M_X(t)$?
Recall that for $X$ and $Y$ independent:

$$M_{X+Y}(t) = M_X(t)M_Y(t)$$

Hence:

$$M_X(t) = \prod_{i=1}^n M_{X_i}(t)$$

$$\leq \prod_{i=1}^n e^{p_i(e^t-1)}$$
Thus, for each $X_i$:

$$M_{X_i}(t) \leq e^{p_i(e^t - 1)}$$

But what about $M_X(t)$?

Recall that for $X$ and $Y$ independent:

$$M_{X+Y}(t) = M_X(t)M_Y(t)$$
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Thus, for each $X_i$:

$$M_{X_i}(t) \leq e^{p_i(e^t - 1)}$$

But what about $M_X(t)$?

Recall that for $X$ and $Y$ independent:

$$M_{X+Y}(t) = M_X(t)M_Y(t)$$
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Note
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- We derive the other two from the first one.
- The other two are easier to compute in many situations.
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Proof.

First inequality - we want to show that for \(0 < \delta < 1\):

\[
P(X \leq (1 - \delta)\mu) \leq \left(\frac{e^{-\delta}}{(1 - \delta)(1-\delta)}\right)^\mu
\]

Again, we have to properly choose \(t\). For any \(t < 0\), by Markov’s inequality:

\[
P(X \leq (1 - \delta)\mu) = P(e^{tX} \geq e^{t(1-\delta)\mu}) \\ \leq \frac{E[e^{tX}]}{e^{t(1-\delta)\mu}}
\]
Proof.

First inequality - we want to show that for $0 < \delta < 1$:

$$P(X \leq (1 - \delta)\mu) \leq \left( \frac{e^{-\delta}}{(1 - \delta)(1 - \delta)} \right)^\mu$$

Again, we have to properly choose $t$. For any $t < 0$, by Markov’s inequality:

$$P(X \leq (1 - \delta)\mu) = P(e^{tX} \geq e^{t(1 - \delta)\mu})$$

$$\leq \frac{E[e^{tX}]}{e^{t(1 - \delta)\mu}}$$

$$\leq \frac{e^{t(\epsilon - 1)\mu}}{e^{t(1 - \delta)\mu}}$$
Proof.

First inequality - we want to show that for $0 < \delta < 1$:

$$P(X \leq (1 - \delta)\mu) \leq \left(\frac{e^{-\delta}}{(1 - \delta)^{(1-\delta)}}\right)^\mu$$

Again, we have to properly choose $t$. For any $t < 0$, by Markov’s inequality:

$$P(X \leq (1 - \delta)\mu) = P(e^{tX} \geq e^{t(1-\delta)\mu})$$

$$\leq \frac{E[e^{tX}]}{e^{t(1-\delta)\mu}}$$

$$\leq \frac{e^{(e^t-1)\mu}}{e^{t(1-\delta)\mu}}$$

For $0 < \delta < 1$, we can set $t =$
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Proof.

First inequality - we want to show that for $0 < \delta < 1$:

$$P(X \leq (1 - \delta)\mu) \leq \left( \frac{e^{-\delta}}{(1 - \delta)(1-\delta)} \right)^\mu$$

Again, we have to properly choose $t$. For any $t < 0$, by Markov's inequality:

$$P(X \leq (1 - \delta)\mu) = P(e^{tX} \geq e^{t(1-\delta)\mu})$$

$$\leq \frac{E[e^{tX}]}{e^{t(1-\delta)\mu}}$$

$$\leq \frac{e^{(e^t-1)\mu}}{e^{t(1-\delta)\mu}}$$

For $0 < \delta < 1$, we can set $t = \ln(1 - \delta)$. Then:
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First inequality - we want to show that for $0 < \delta < 1$:

$$P(X \leq (1 - \delta)\mu) \leq \left(\frac{e^{-\delta}}{(1 - \delta)(1 - \delta)}\right)^\mu$$

Again, we have to properly choose $t$. For any $t < 0$, by Markov's inequality:

$$P(X \leq (1 - \delta)\mu) = P(e^{tX} \geq e^{t(1 - \delta)\mu}) \leq \frac{E[e^{tX}]}{e^{t(1 - \delta)\mu}} \leq \frac{e^{(e^t - 1)\mu}}{e^{t(1 - \delta)\mu}}$$

For $0 < \delta < 1$, we can set $t = \ln(1 - \delta)$. Then:

$$P(X \leq (1 - \delta)\mu) \leq \left(\frac{e^{-\delta}}{(1 - \delta)(1 - \delta)}\right)^\mu$$
Proof.

Second inequality: We want to show that for any $0 < \delta < 1$,

$$P(X \leq (1 - \delta)\mu) \leq e^{-\frac{\mu\delta^2}{2}}$$
Proof.

Second inequality: We want to show that for any $0 < \delta < 1$,

$$P(X \leq (1 - \delta)\mu) \leq e^{-\frac{\mu\delta^2}{2}}$$

Hence, with respect to the first inequality, we want to show:

$$\left(\frac{e^{-\delta}}{(1 - \delta)(1-\delta)}\right)^\mu \leq e^{-\frac{\mu\delta^2}{2}}$$
Chernoff Bounds

Proof.

Second inequality: We want to show that for any $0 < \delta < 1$,

$$P(X \leq (1 - \delta)\mu) \leq e^{-\frac{\mu\delta^2}{2}}$$

Hence, with respect to the first inequality, we want to show:

$$\left(\frac{e^{-\delta}}{(1 - \delta)^{(1-\delta)}}\right)^\mu \leq e^{-\frac{\mu\delta^2}{2}} \quad \text{or} \quad \frac{e^{-\delta}}{(1 - \delta)^{(1-\delta)}} \leq e^{-\frac{\delta^2}{2}}$$

We take the logarithm of both sides:

$$\ln \frac{e^{-\delta}}{(1 - \delta)^{(1-\delta)}} \leq \ln\left(e^{-\frac{\delta^2}{2}}\right)$$
Proof.

Second inequality: We want to show that for any $0 < \delta < 1$,

$$P(X \leq (1 - \delta)\mu) \leq e^{-\frac{\mu\delta^2}{2}}$$

Hence, with respect to the first inequality, we want to show:

$$\left(\frac{e^{-\delta}}{(1 - \delta)(1-\delta)}\right)^\mu \leq e^{-\frac{\mu\delta^2}{2}} \text{ or } \frac{e^{-\delta}}{(1 - \delta)(1-\delta)} \leq e^{-\frac{\delta^2}{2}}$$

We take the logarithm of both sides:

$$\ln \frac{e^{-\delta}}{(1 - \delta)(1-\delta)} \leq \ln \left( e^{-\frac{\delta^2}{2}} \right)$$

which leads to the following condition (for the second inequality to hold):

$$f(\delta) = -\delta - (1 - \delta)\ln(1 - \delta) + \frac{\delta^2}{2} \leq 0$$
Proof.

Again, we want to show that for $0 < \delta < 1$, $f(\delta) \leq 0$. 
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Note that:
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Proof.

Again, we want to show that for $0 < \delta < 1$, $f(\delta) \leq 0$. First, we compute the derivatives of $f(\delta)$:

- $f'(\delta) = \ln(1 - \delta) + \delta$
- $f''(\delta) = -\frac{1}{1-\delta} + 1$

Note that:

- $f''(\delta) < 0$ for $0 \leq \delta < 1$

That is, in the interval $[0,1]$, $f'(\delta)$ decreases. But:

- $f'(0) = 0$

Hence, $f'(\delta) \leq 0$ for $\delta \in [0,1)$.
Proof.

Again, we want to show that for $0 < \delta < 1$, $f(\delta) \leq 0$. First, we compute the derivatives of $f(\delta)$:

- $f'(\delta) = \ln(1 - \delta) + \delta$
- $f''(\delta) = -\frac{1}{1-\delta} + 1$

Note that:
- $f''(\delta) < 0$ for $0 \leq \delta < 1$

That is, in the interval $[0, 1]$, $f'(\delta)$ decreases. But:
- $f'(0) = 0$

Hence, $f'(\delta) \leq 0$ for $\delta \in [0, 1)$. So, $f(\delta)$ is non-increasing for $\delta \in [0, 1)$. 
Proof.

Again, we want to show that for $0 < \delta < 1$, $f(\delta) \leq 0$.
First, we compute the derivatives of $f(\delta)$:

- $f'(\delta) = \ln(1 - \delta) + \delta$
- $f''(\delta) = -\frac{1}{1-\delta} + 1$

Note that:

- $f''(\delta) < 0$ for $0 \leq \delta < 1$

That is, in the interval $[0, 1]$, $f'(\delta)$ decreases. But:

- $f'(0) = 0$

Hence, $f'(\delta) \leq 0$ for $\delta \in [0, 1)$.
So, $f(\delta)$ is non-increasing for $\delta \in [0, 1)$.
Since $f(0) = 0$, $f(\delta) \leq 0$ for $0 < \delta < 1$. 

\[\square\]
Corollary

Let $X_1, \ldots, X_n$ be a sequence of independent Poisson trials with $P(X_i) = p_i$, $X = \sum_{i=1}^{n} X_i$, and $\mu = E[X]$. Then, for $0 < \delta < 1$: 
Corollary

Let $X_1, \ldots, X_n$ be a sequence of independent Poisson trials with $P(X_i) = p_i$, $X = \sum_{i=1}^{n} X_i$, and $\mu = E[X]$. Then, for $0 < \delta < 1$:

$$P(|X - \mu| \geq \delta \mu) \leq 2e^{-\frac{\mu \delta^2}{3}}$$