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Abstract—In a seminal paper published in 2001, Caire and Project (3GPP). In HSDPA, messages are first encoded with
Tuninetti de_rived an _information theoretic bound on the through- g binary turbo code and then punctured by a rate matching
put of hybrid-ARQ in the presence of block fading. However, o14qrithm to create the first transmitted block. If the destination

because the results placed no constraints on the modulation . L .
usedu the input to thcf channel was Gaussian. The purpose of is unable to decode the initial block, then the codeword is

this paper is to investigate the impact of modulation constraints adain punctured by the rate matching algorithm, though by
on the throughput of hybrid-ARQ in a block fading environment.  selecting a different set of rate matching parameters, a different
First, we consider the impact of modulation constraints on set of code bits can be included in the second transmitted
information outage probability for a block fading channel with a block. Blocks continue to be generated by rate matching

fixed rate codeword. Then, we consider the effect of modulation . . S L
constraints upon the throughput of hybrid-ARQ, where the rate with different parameters and sent until either the destination

of each codeword varies depending on the instantaneous channelCorrectly decodes the message or an upper limit on the number
conditions. These theoretical bounds are compared against the of retransmissions is reached.

simulated performance of HSDPA, a newly standardized hybrid- HSDPA uses either QPSK or (gray-labelled) 16-QAM mod-

ARQ protocol that uses QPSK and 16-QAM bit interleaved o400 Because the encoder is binary and separated from
turbo-coded modulation. The results indicate how much of

the difference between HSDPA and the previous unconstrained the mpdulator by a bitwise inte_rleaver, this is an example
modulation bound is due to the use of the turbo-code and how Of bit-interleaved coded-modulation (BICM) [7]. As shown

much is due to the modulation constraints. in [7], the performance of a BICM-constrained system can
differ significantly from that of a system with an unconstrained
Gaussian input, especially at high spectral efficiency. The pur-
Hybrid-ARQ is a technique for combining forward errompose of this paper is to investigate how modulation constraints
correction (FEC) coding with an automatic repeat requesffect performance of block fading channels in general (an
(ARQ) protocol [1]. A message is encoded by a low ratssue that has also been recently discussed in [8]), and more
mother code and then partitioned into several blocks. Blockpecifically, the throughput of hybrid-ARQ over a block fading
are sent one by one until enough information is accumulatedannel.
at the destination to correctly decode the message. OftenTo accomplish this goal, we first begin in Section Il with an
the channel is uncorrelated from one block to the next, gxposition of our system model, and then continue in Section
which case a block fading model may be assumed. A kdéy with a review of the BICM-constrained capacity of simple
performance metric for hybrid-ARQ is its throughput, whicladditive white Gaussian noise (AWGN) channels. Section IV
is the number of bits conveyed per unit time. In [2], Cairdiscusses the information outage probability of block fading
and Tuninetti derived information-theoretic bounds on theith both unconstrained and constellation-constrained inputs,
throughput of hybrid-ARQ in block fading. The results builand Section V builds upon these results to derive the through-
upon related work on the performance of standard block fadipgt and latency of hybrid-ARQ under modulation constraints,
channels [3], [4], i.e. channels with a fixed codeword sizereby generalizing the results of [2]. Numerical results in
and number of blocks per codeword. The results in [2] plac&kction VI compare the simulated throughput of HSDPA
no constraints upon modulation, and as a consequence, dlgainst the unconstrained bound of [2] and the modulation-
input to the channel was assumed to be Gaussian distributeshstrained bound developed in this paper. Finally conclusions
However, practical systems do not use Gaussian-distributaed suggestions for future work are given in Section VII.
modulation, and the computation of information-theoretic lim-
its on the throughput of hybrid-AR@ith practical modulation Il. SysTEM MODEL
constraintshas until now remained an open problem. The system model is as shown in Fig. 1. The system uses
The main motivation behind the present paper is th®t-interleaved coded modulation [7] and hybrid-ARQ [2].
emergence of the High Speed Data Packet Access (HSDFA&e transmitter passes a lenghh binary messager into a
standard [5], [6], which is part of the UMTS family of stan-binary encoder, producing a codewardf length NV bits. The
dards under development by the Third Generation Partnershggeword is bitwise interleaved, producing the veetowhich
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X postulated symbols, and applying Bayes’ rule, then (2) can be
—* Encoder —— U —— Modulator j more conveniently rewritten as
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Fig. 1. System modelr denotes interleaving at the bit level. m%x* {w } 08 {zl: € } “)

Coherent detection is implemented by using:

is passed into an M-ary modulator. The modulator produces £
a length[N/log, M vector x of complex M-ary symbols log f(ylx) = _ﬁsw — ha]?. (5)
drawn from the signal sef. The modulated codeword is °
broken into B, equal-length blocks, denotedb], 1 < b < Notice in Fig. 1 that the receiver has perfect channel state
Binae- The length of each block i& = [N/(Bumaz logy M)] information (CSI) but that the transmitter does not use any CSI
symbols and the rate of each blockAis= K/L. (aside from the ACK signal sent over the feedback channel).

The transmitter sends the first blogki], and if the receiver ~ Next, the receiver transforms the set/af log-likelihoods
is able to successfully decode it, an acknowledgement wiflat are calculated for each received symbol into a set of
be sent back through a feedback channel (we assume Hega M bitwise log-likelihood ratios (LLRs), one for each code
that the feedback channel is error and delay-free and thatRihassociated with the symbol. To calculate the LLR for the
ideal error detecting code allows the receiver to discriminaté’ bit of received symboy, first partition the symbol sef
between correctly and incorrectly decoded messages). If ihe0 two disjoint setsS.”, which is the set of symbols whose
transmitter receives an acknowledgement, it will move on " bit is a 0, andS,i(l), which is the set of symbols whos#&
the next message; otherwise, it will send the next block frobit is a 1. The LLR of thei* bit, 1 < i < log, M, is then:
the current message. This process continues until either the

=1
message is received correctly or the lagt,(.) block is Ai = plei = 1ly)
transmitted. plei = 0ly)
Theb'" block is transmitted with average energy per symbol ~ log M ©)
gfg:aﬁ{s‘-ﬂ?} over a block fading channel so that the received ersf(” p(zly)’

When symbols are equally likely, this may be expressed as

vl = hiblp] + v @ ’ e T, T MR O
wherev is a vector of complex Gaussian noise whose dimen-
sions matchx[b] and whose components are zero-mean i.i.d. )
circularly symmetric Gaussian with variandé,/2 in each  After the .bth block has been received, then the correspond-
complex direction, and[b] is a complex scalar channel gainnd bit I|keI|hOOQS for all blocks that have been received so
assumed to be independent from block to block and constdfft @€ passed into a decoder. The blocks could be encoded
for the duration of each block. Without loss of generalityn Such a way that alBy,,., blocks are identical (aepetition
E{|h[b]|?} = 1 so that the average received energy per symb‘Edee)' in which case the blocks will lmhversitycombined at
is the same as the transmitted symbol energy. the receiver by adding up the LLR’s of each block. More

Each received symbol in[t] is passed through a demodulagenerally, incremental redundancgould be used, whereby

tor that produces log-likelihood ratio estimates of each of ttg&ch block is obtained by puncturing a low rate mother code.
log, M bits associated with the symbol. Since demodulatioffith incremental redundancy, a different part of the codeword
is on a symbol-by-symbol basis, consider the demodulatiéhtransmitted each time, and after @& block, a receiver will
process for a single symbal. For each possible:,,,1 < Pass the rateé?, = R/b code that it has until then received

Ai = maxk [log f(y|z)] — maxx [log f(y[a)].  (7)
T€S; z€S;

m < M, a log-likelihood is formed: through its decodercbde-combining
A = logp(zm|y) I1l. AWGN CAPACITY
log —P@mly) (2y _ The mutual information between channel inpit and

55 s p(ly) outputY is defined as [10]:

wherep(z) is the pdf ofz. Letting the likelihoodf(x|y) = B p(z,y)
kp(z|y) for any arbitrary constant that is common for all I(xY) = //p(x’y) logy p(z)p(y) ddy.  (8)



The capacity of a channel is found by maximizing the mutu;
information over all possible input distributions:

(9]

»
3
.

C = max [()(7 Y) (9) I Unconstrained '
p(x) 4t
When there are no constraints on the input signal and t 35 L60AM, M
channel is AWGN, (9) is maximized by letting the inpu(tr) . ' y |

take on a Gaussian distribution. This results in the class
unconstrained AWGN channel capacity:

C(y) = logy(1+7) (10)

/
(solid line)
,
,

Capacity
N
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wherey = &,/N, is the SNR and the capacity takes on unit Loy oM. BICM wi SP |
of bits per channel use (i.e. transmitted symbol). 1 o 18QAM, v
Rather than using Gaussian dlstrlbgted symboals, p_ractl( ost = 160AM, BICM wi gray labelling
systems use symbols drawn from the signal%atsually with |t
equal probability. Under such modulation constraip(s;) is % 5 0 5 10 15 20
a fixed function ofS, and since there is nothing to maximize Es/No in dB
over, the capacity is merely the mutual information given by
(8) with p(z) determined by the modulation constraint. Fi9-d 2| ' Ca_paz'\% GOIL QFPSKl,GngD@Nihang Nllmconst_rta}llined r(]Gaussiar]-intlﬁut)
. . . - noaulation In . For - , the capacity Is shown as Is the
After some mampglanlon, (8) and (9), can b? written IrEICM capacities for two types of symbol mappings (gray-labelling and set-
terms of the symbol likelihood\,,, as the expectation partitioning (SP)).
Cly) = Eq,.[logM +logp(zmly)]
= logM + E,, . [A] nats/symbol 16-QAM, both the CM and BICM capacities are shown. While
Eq, v [Am] the CM capacity does not depend on how bits are mapped to

= logy M + bits/symbol  (11)

log 2
where the expectation is over all symbals, € S and

symbols, for BICM it does. The BICM-constrained capacity
for two typical symbol mappings are shown, gray-labelling and
complex noise sampleswith SNR equal toy. This expression set-partitioning (SP). While both BICM ca_pacities are ir_1feri_or
represents theoded modulatio(CM) capacity and can be to the CM capacity, the BICM capamty with gray-labelling is
evaluated either by numerical integration [3], [11] or Mont¥erY close to the CM capacity, especially f0i(7) > 2.

Carlo integration [7].

If the system is further constrained to use BICM [7], then IV. BLoCK FADING

the channel is essentially transformed iritg, M parallel  In block fading, the codeword is broken inf® blocks and
binary channels. The capacity of thé binary channell < each block is sent over an independent channel. Because the
i <log, M Is fading coefficienth[b] of the b'" block is constant for the

entire duration of the block, the channel during one block is
conditionally Gaussian (conditioned @rib]). However, since
where the expectation is over the two possible code bitse fading coefficient is random, then so is thetantaneous

c; € {0,1} and the complex noise sampleswith SNR v. SNR of theb*” block, which we denotey, = |h[b]|2E,/No,
After some manipulation, this can be expressed in terms afd therefore so is the corresponding capacityy,). For
the binary LLR); as: Rayleigh block fading|h[b]| is Rayleigh and|h[b]|? is ex-

. ponentially distributed. When code-combining is used, then
Ci(y) = log(2) = E, , [maxx {0, (~1)*A;}] nats/symbol o o2 cities of the3 blocks add, since each block is sent

- 1_ Ee;v [max+ {0, (=1)% Ai}] bits/symbol. over an independent Gaussian channel. The resulting capacity
log 2 is:
(13)

B
1
Since the capacities of parallel Gaussian channels add [10], C1sv8) = B (Z C(%)) (15)
the overall capacity of the BICM system is found by adding b=1

the capacities of the individual binary channels:

Ci(y) = E. . [log2+logp(cly)] nats/symbol (12)

where the% term is needed because blocks are orthogonal

log, M and therefore effectively occupy only B* of the channel.
Cly) = Ci(7). (14)  For diversity combining, the SNRs add and so the capacity
i=1 when B blocks are transmitted is:

As an example, the capacity whehis constrained to be

B
either QPSK or 16-QAM is shown in Fig. 2. For comparison Cvi,...vB) = lc Z% . (16)
purposes, the unconstrained capacity (10) is also shown. For B b1



When there are no modulation constraints, the capaciti
in (15) and (16) are found from the unconstrained AWGI
capacity (10), while when there are modulation constrain
equation (11) or equations (13) and (14) must be used for C 107y
and BICM, respectively.

When B is finite, the channel is not ergodic, and therefor
a Shannon-sense channel capacity does not exist. For Bnite
a more relevant performance metric is théormation outage
probability, defined in [3] and [4] as the probability that the
instantaneous capaci€y(v1, ..., vg) is less than the ratBp =

10°

—-— Modulation Constrained Input
—— Unconstrained Gaussian Input

Information Outage Probability
N
o

R/B,
p(](B) = P [C(’yl, ...,’YB) < RB] . (17) 10°}
WheneverC(v4, ...,v78) < Rp, aninformation outageoccurs, 0 ‘ ‘ ‘ ‘
and reliable signaling is not possible. The information outag 0 10 20 30 40 50
probability is an information theoretic bound on tframe Es/No in dB

error rate (FER) in block fading, and thus no system can have _ N _

a FER that is better than the information outage probabilit){gg-elfé g 'lnefg/[\“'\"/’l‘tm;ﬁ%iF?rrlogzsll'(';ilék‘}’%éﬂﬁé{g{ﬂ;”@ﬂﬂs}geﬂ 3@ gray-
In the example shown in Fig. 3, the information outage

probability of code-combining in Rayleigh block fading is

plotted against SNR for raté; = 2 bits per symbol and faj| while the b*" attempt must succeed. Thus, the pmf/f

B = {1,2,3,4,10}. For each value of3, two curves are g

shown, one for an unconstrained Gaussian input [obtained b1

by substituting (10) into (15) withRg = 2], and the other _ - .

for a BICM constrained input using gray-labelled 16-QAM peltl = po(b))[[lpo(z) for b > 1. (19)

[obtained by substituting (13) into (14) and (15)]. On this log- e N

log scale, each curve becomes a straight line at high SNR. Théftén. an upper limit5,,q, is placed on the number of

slope of the line is—d, whered is an integer in[0, B] and hybrid-ARQ transmissions. If the message is not received after

is called theblock diversityor SNR exponentAs discussed in Bimag blocks have been transmitted, then an error is logged,
[8], for an unconstrained Gaussian input chandek B, but am:l the system moves orr: to thebnext message. .The .p[Bf of
under modulation constraints the diversity is upper-boundéf constrainti,,,.; on the number of transmissions is

by the Singleton bound b—1
£(1—po(®)) [[poli) for1<b< Braa
=1

Rp pelt] = =
d = 1+ {B (1 ~ o, M>J . (18) 0 otherwise,

Since in this casékp/log, M = 1/2, d = 1,2,2,3 and 6

for B = 1,2,3,4 and 10, respectively. This behavior canwhere¢ is a normalization factor required to male;[b] a
be observed in the figure. FAB = 1 and 2, the outage Vvalid pmf:

probability under modulation constraints is worse than the B.... b1 -1
unconstrained case, but asymptotically the two curves for the _ _ .

same value ofB have the same slope. However, fBr= 3 ¢ = Z (1= po(b)) gpo(l) ' (21)

not only is the constrained case worse than the unconstrained . .

case, but asymptotically it has the same slope asfhe 2 Let 7 be the time between the start of consecutive blocks

unconstrained case. Similarly, tli#= 4 constrained case has(WhiCh includes the time to transmit the block, process it,
the same slope as tHe = 3 un;:onstrained case. Fét — 10 send an acknowledgement, and process the acknowledgement).

the asymptotic slope for the constrained case is indeedTé],en the throughput, in bits per second, is:
though this is not obvious by looking at the figure because _ K
slope 6 and 10 look similar to the eye. = TE[B]

(20)

i=1

(22)

where E[B] is the expected value d8, and K is the number
V. HYBRID-ARQ of information bits per message. A more meaningful metric is
Let the random variablé3 indicate the number of hybrid- the throughput efficiengywhich is the ratio ofcorrect bits to
ARQ transmissions until the packet is successfully receivdéignsmitted bits:
Initially, consider the case that there is no limit on the number 1 — po(Bmaz)
of transmissions. FaB to equal, the firstb— 1 attempts must Neff = E[B] ' (23)



TABLE |

MAXIMUM THROUGHPUT(kbp9 FOR THEFIXED REFERENCECHANNEL 1
09
QPSK || 16-QAM
H-Set1|| 534 777 0.8
H-Set2 || 801 1166 . o7l
)
H-Set 3 || 1601 2332 2
2 06
o
Another metric of interest is the latency, which is the tim = g5}
between correctly decoded messages, and is giveryhy; s X os
@ A
seconds. £
. . (=}
Note that when using hybrid-ARQ@?5 = R/B and so the Z 037 y
upper-bound on diversity given by (18) becomes o2l /A = Unconstrained Gaussian Input
R ! ——— Modulation Constrained Input
d = 1+ |B- (24) 0.1 —— Simulated HSDPA Performance B
log, M 0 il ‘ , ‘ ‘ \
-10 -5 0 5 10 15 20 25 30

This implies that as long aB < log, M (which must be true
in practical systems) thethis upper bounded by and there
is no loss in diversity in hybrid-ARQ systems due to usingig. 4

Es/No in dB

Throughput efficiency of HSDPA H-Sets 1 through 3 in Rayleigh

modulation constraints. block fading using QPSK or 16-QAM modulation. For each modulation type,
the unconstrained and modulation-constrained theoretical limits are compared
VI. LIMITS ON THE THROUGHPUT OFHSDPA against the simulated performance of the HSDPA system.

In this section, the throughput efficiency of HSDPA (ob-
tained through computer simulations) is compared against
the corresponding information theoretic bounds (both un-Fig. 4 shows throughput efficiency versus SNR in Rayleigh
constrained and modulation-constrained). With HSDPA, ttdock fading for H-Sets 1 through 3 using both QPSK and 16-
message is first encoded by the rags UMTS turbo code QAM modulation. Since H-Sets 1 through 3 differ only in the
[12]. A two stage rate matching algorithm is used to punctuké&lue of 7, all three have the same throughput efficiency. The
the codeword, which is then modulated (after bitwise intefigure shows two groups of three curves. The group on the left
leaving) using either QPSK or 16-QAM. For each modulatiols for QPSK and the group on the right is for 16-QAM. Note
type, there are eight ways to perform rate matching, whi¢hat QPSK has better throughput efficiency than 16-QAM in
is specified by a three bit variable called thedundancy this application because it has a lower per-block code rate
version[5]. In the case of 16-QAM, gray-labelling is used and/? = 3202/2400 for QPSK and4664/1920 for QAM). For
rate matching can be used to essentially rearrange the sigga¢h modulation type, three curves are shown. The leftmost
constellation mapping. When a retransmission is requestétve is the information-theoretic limit on throughput with an
the rate matching algorithm can either be run with the sarb@constrained (i.e. Gaussian-distributed) input, while the mid-
redundancy version, resulting in a repetition code which {8€ curve is the information-theoretic limit with a modulation-
diversity-combined at the receiver, or a different redundanégnstrained input. The rightmost curve is the throughput of
version can be used for each transmission, in which case code simulated HSDPA system in block fading.
combining is used. The results shown in Fig. 4 indicate how much of the

Key parameters, such as the message di2elflock length performance difference between HSDPA and the correspond-
after rate matchingl(), sequence of redundancy versions, andg theoretical limits is due to the modulation constraints
time between the start of consecutive block} (vere chosen and how much is due to the use of the turbo code. For
to comply with the 3GPP approval standard [13]. There areirsstance, with QPSK, a throughput efficiengy;; = 0.5
total of six testsets defined in [13], termed H-Set 1 through achieved atf;/N, = 0.77, 1.12, and 2.05 dB for the
H-Set 6. In this section, we give throughput results for Hinconstrained, modulation-constrained, and actual HSDPA
Set 1 through 3, which differ only in the value ef The cases, respectively. This implies that while HSDPA has a
maximum throughput for these three H-Sets, which occurs A28 dB loss compared to the unconstrained theoretic bound,
E[B] — 1, or equivalently ag; /N, — oo, is given in Table I. about0.35 dB of this loss can be attributed to the modulation
For each case, the number of information bit&is= 3202 for constraint, while the rest is attributed to the turbo code.
QPSK andK = 4664 for 16-QAM. After rate matching, the Similarly, for 16-QAM, a throughput efficiency.ss = 0.5
block size isL = 2400 QPSK symbols o, = 1920 16-QAM is achieved at,/N, = 4.88, 5.44, and 6.48 dB for the un-
symbols. The maximum number of hybrid-ARQ transmissiornstrained, modulation-constrained, and actual HSDPA cases,
per message i8,,,. = 4 and each block is punctured usingespectively. This indicates that of the60 dB difference
a different redundancy version (code-combining). The timeetween HSDPA and the unconstrained theoretic bound, about
between the start of consecutive blocksris= 6, 4, and2 0.56 dB of this loss is due to the modulation constraint.
msec for H-Set 1, 2, and 3, respectively. It is interesting to note that for QPSK, the loss due to the



modulation constraint diminishes at low throughput efficiendyansmission of the message from source to destination. While
(e.9.mer¢ < 0.2), while for QAM it does not (except at ex- the initial hybrid-ARQ transmission must always come from
tremely smalk. ;). These results suggest that the modulatiathe source, each retransmissions may come from any relay
constraint has more of a negative effect when using QAMat overhears the message. Thus the time-diversity benefits
signaling than when using QPSK signalling, at least for thef hybrid-ARQ are combined with the spatial-diversity of
HSDPA system considered here. relaying. While the results in [19] assumed an unconstrained
channel input, the results from this paper could be used to
study the impact of modulation constraints on hybrid-ARQ

When examining the throughput of any practical hybrid=elaying protocols.
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