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Abstract— In a seminal paper published in 2001, Caire and
Tuninetti derived an information theoretic bound on the through-
put of hybrid-ARQ in the presence of block fading. However,
because the results placed no constraints on the modulation
used, the input to the channel was Gaussian. The purpose of
this paper is to investigate the impact of modulation constraints
on the throughput of hybrid-ARQ in a block fading environment.
First, we consider the impact of modulation constraints on
information outage probability for a block fading channel with a
fixed rate codeword. Then, we consider the effect of modulation
constraints upon the throughput of hybrid-ARQ, where the rate
of each codeword varies depending on the instantaneous channel
conditions. These theoretical bounds are compared against the
simulated performance of HSDPA, a newly standardized hybrid-
ARQ protocol that uses QPSK and 16-QAM bit interleaved
turbo-coded modulation. The results indicate how much of
the difference between HSDPA and the previous unconstrained
modulation bound is due to the use of the turbo-code and how
much is due to the modulation constraints.

I. I NTRODUCTION

Hybrid-ARQ is a technique for combining forward error
correction (FEC) coding with an automatic repeat request
(ARQ) protocol [1]. A message is encoded by a low rate
mother code and then partitioned into several blocks. Blocks
are sent one by one until enough information is accumulated
at the destination to correctly decode the message. Often,
the channel is uncorrelated from one block to the next, in
which case a block fading model may be assumed. A key
performance metric for hybrid-ARQ is its throughput, which
is the number of bits conveyed per unit time. In [2], Caire
and Tuninetti derived information-theoretic bounds on the
throughput of hybrid-ARQ in block fading. The results built
upon related work on the performance of standard block fading
channels [3], [4], i.e. channels with a fixed codeword size
and number of blocks per codeword. The results in [2] placed
no constraints upon modulation, and as a consequence, the
input to the channel was assumed to be Gaussian distributed.
However, practical systems do not use Gaussian-distributed
modulation, and the computation of information-theoretic lim-
its on the throughput of hybrid-ARQwith practical modulation
constraintshas until now remained an open problem.

The main motivation behind the present paper is the
emergence of the High Speed Data Packet Access (HSDPA)
standard [5], [6], which is part of the UMTS family of stan-
dards under development by the Third Generation Partnership

Project (3GPP). In HSDPA, messages are first encoded with
a binary turbo code and then punctured by a rate matching
algorithm to create the first transmitted block. If the destination
is unable to decode the initial block, then the codeword is
again punctured by the rate matching algorithm, though by
selecting a different set of rate matching parameters, a different
set of code bits can be included in the second transmitted
block. Blocks continue to be generated by rate matching
with different parameters and sent until either the destination
correctly decodes the message or an upper limit on the number
of retransmissions is reached.

HSDPA uses either QPSK or (gray-labelled) 16-QAM mod-
ulation. Because the encoder is binary and separated from
the modulator by a bitwise interleaver, this is an example
of bit-interleaved coded-modulation (BICM) [7]. As shown
in [7], the performance of a BICM-constrained system can
differ significantly from that of a system with an unconstrained
Gaussian input, especially at high spectral efficiency. The pur-
pose of this paper is to investigate how modulation constraints
effect performance of block fading channels in general (an
issue that has also been recently discussed in [8]), and more
specifically, the throughput of hybrid-ARQ over a block fading
channel.

To accomplish this goal, we first begin in Section II with an
exposition of our system model, and then continue in Section
III with a review of the BICM-constrained capacity of simple
additive white Gaussian noise (AWGN) channels. Section IV
discusses the information outage probability of block fading
with both unconstrained and constellation-constrained inputs,
and Section V builds upon these results to derive the through-
put and latency of hybrid-ARQ under modulation constraints,
thereby generalizing the results of [2]. Numerical results in
Section VI compare the simulated throughput of HSDPA
against the unconstrained bound of [2] and the modulation-
constrained bound developed in this paper. Finally conclusions
and suggestions for future work are given in Section VII.

II. SYSTEM MODEL

The system model is as shown in Fig. 1. The system uses
bit-interleaved coded modulation [7] and hybrid-ARQ [2].
The transmitter passes a lengthK binary messageu into a
binary encoder, producing a codewordc′ of lengthN bits. The
codeword is bitwise interleaved, producing the vectorc, which
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Fig. 1. System model.π denotes interleaving at the bit level.

is passed into an M-ary modulator. The modulator produces
a lengthdN/ log2 Me vector x of complex M-ary symbols
drawn from the signal setS. The modulated codeword is
broken intoBmax equal-length blocks, denotedx[b], 1 ≤ b ≤
Bmax. The length of each block isL = dN/(Bmax log2 M)e
symbols and the rate of each block isR = K/L.

The transmitter sends the first blockx[1], and if the receiver
is able to successfully decode it, an acknowledgement will
be sent back through a feedback channel (we assume here
that the feedback channel is error and delay-free and that an
ideal error detecting code allows the receiver to discriminate
between correctly and incorrectly decoded messages). If the
transmitter receives an acknowledgement, it will move on to
the next message; otherwise, it will send the next block from
the current message. This process continues until either the
message is received correctly or the last (Bmax) block is
transmitted.

Thebth block is transmitted with average energy per symbol
Es = E{|x|2} over a block fading channel so that the received
signal is:

y[b] = h[b]x[b] + ν (1)

whereν is a vector of complex Gaussian noise whose dimen-
sions matchx[b] and whose components are zero-mean i.i.d.
circularly symmetric Gaussian with varianceNo/2 in each
complex direction, andh[b] is a complex scalar channel gain
assumed to be independent from block to block and constant
for the duration of each block. Without loss of generality,
E{|h[b]|2} = 1 so that the average received energy per symbol
is the same as the transmitted symbol energy.

Each received symbol iny[b] is passed through a demodula-
tor that produces log-likelihood ratio estimates of each of the
log2 M bits associated with the symbol. Since demodulation
is on a symbol-by-symbol basis, consider the demodulation
process for a single symboly. For each possiblexm, 1 ≤
m ≤ M , a log-likelihood is formed:

Λm = log p(xm|y)

= log
p(xm|y)∑
x∈S p(x|y)

(2)

wherep(x) is the pdf ofx. Letting the likelihoodf(x|y) =
κp(x|y) for any arbitrary constantκ that is common for all

postulated symbols, and applying Bayes’ rule, then (2) can be
more conveniently rewritten as

Λm = log
f(y|xm)∑
x∈S f(y|x)

= log f(y|xm)− log
∑

x∈S
f(y|x)

= log f(y|xm)−max∗
x∈S

[log f(y|x)] (3)

where themax-staroperator is as defined in [9],

max∗
i

{xi} = log

{∑

i

exi

}
. (4)

Coherent detection is implemented by using:

log f(y|x) = − Es

No
|y − hx|2. (5)

Notice in Fig. 1 that the receiver has perfect channel state
information (CSI) but that the transmitter does not use any CSI
(aside from the ACK signal sent over the feedback channel).

Next, the receiver transforms the set ofM log-likelihoods
that are calculated for each received symbol into a set of
log2 M bitwise log-likelihood ratios (LLRs), one for each code
bit associated with the symbol. To calculate the LLR for the
ith bit of received symboly, first partition the symbol setS
into two disjoint sets,S(0)

i , which is the set of symbols whose
ith bit is a 0, andS(1)

i , which is the set of symbols whoseith

bit is a 1. The LLR of theith bit, 1 ≤ i ≤ log2 M , is then:

λi = log
p(ci = 1|y)
p(ci = 0|y)

= log

∑
x∈S(1)

i
p(x|y)

∑
x∈S(0)

i
p(x|y)

. (6)

When symbols are equally likely, this may be expressed as

λi = max∗
x∈S(1)

i

[log f(y|x)]− max∗
x∈S(0)

i

[log f(y|x)] . (7)

After the bth block has been received, then the correspond-
ing bit likelihoods for all blocks that have been received so
far are passed into a decoder. The blocks could be encoded
in such a way that allBmax blocks are identical (arepetition
code), in which case the blocks will bediversity-combined at
the receiver by adding up the LLR’s of each block. More
generally, incremental redundancycould be used, whereby
each block is obtained by puncturing a low rate mother code.
With incremental redundancy, a different part of the codeword
is transmitted each time, and after thebth block, a receiver will
pass the rateRb = R/b code that it has until then received
through its decoder (code-combining).

III. AWGN C APACITY

The mutual information between channel inputX and
outputY is defined as [10]:

I(X, Y ) =
∫ ∫

p(x, y) log2

p(x, y)
p(x)p(y)

dxdy. (8)



The capacity of a channel is found by maximizing the mutual
information over all possible input distributions:

C = max
p(x)

I(X,Y ). (9)

When there are no constraints on the input signal and the
channel is AWGN, (9) is maximized by letting the inputp(x)
take on a Gaussian distribution. This results in the classic
unconstrained AWGN channel capacity:

C(γ) = log2 (1 + γ) (10)

whereγ = Es/No is the SNR and the capacity takes on units
of bits per channel use (i.e. transmitted symbol).

Rather than using Gaussian distributed symbols, practical
systems use symbols drawn from the signal setS, usually with
equal probability. Under such modulation constraints,p(x) is
a fixed function ofS, and since there is nothing to maximize
over, the capacity is merely the mutual information given by
(8) with p(x) determined by the modulation constraint.

After some manipulation, (8) and (9), can be written in
terms of the symbol likelihoodΛm as the expectation

C(γ) = Exm,ν [log M + log p(xm|y)]
= log M + Exm,ν [Λm] nats/symbol

= log2 M +
Exm,ν [Λm]

log 2
bits/symbol (11)

where the expectation is over all symbolsxm ∈ S and
complex noise samplesν with SNR equal toγ. This expression
represents thecoded modulation(CM) capacity and can be
evaluated either by numerical integration [3], [11] or Monte
Carlo integration [7].

If the system is further constrained to use BICM [7], then
the channel is essentially transformed intolog2 M parallel
binary channels. The capacity of theith binary channel,1 ≤
i ≤ log2 M is

Ci(γ) = Eci,ν [log 2 + log p(ci|y)] nats/symbol (12)

where the expectation is over the two possible code bits
ci ∈ {0, 1} and the complex noise samplesν with SNR γ.
After some manipulation, this can be expressed in terms of
the binary LLRλi as:

Ci(γ) = log(2)− Eci,ν [max∗ {0, (−1)ciλi}] nats/symbol

= 1− Eci,ν [max∗ {0, (−1)ciλi}]
log 2

bits/symbol.

(13)

Since the capacities of parallel Gaussian channels add [10],
the overall capacity of the BICM system is found by adding
the capacities of the individual binary channels:

C(γ) =
log2 M∑

i=1

Ci(γ). (14)

As an example, the capacity whenS is constrained to be
either QPSK or 16-QAM is shown in Fig. 2. For comparison
purposes, the unconstrained capacity (10) is also shown. For
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Fig. 2. Capacity of QPSK, 16-QAM, and unconstrained (Gaussian-input)
modulation in AWGN. For 16-QAM, the CM capacity is shown as is the
BICM capacities for two types of symbol mappings (gray-labelling and set-
partitioning (SP)).

16-QAM, both the CM and BICM capacities are shown. While
the CM capacity does not depend on how bits are mapped to
symbols, for BICM it does. The BICM-constrained capacity
for two typical symbol mappings are shown, gray-labelling and
set-partitioning (SP). While both BICM capacities are inferior
to the CM capacity, the BICM capacity with gray-labelling is
very close to the CM capacity, especially forC(γ) > 2.

IV. B LOCK FADING

In block fading, the codeword is broken intoB blocks and
each block is sent over an independent channel. Because the
fading coefficienth[b] of the bth block is constant for the
entire duration of the block, the channel during one block is
conditionally Gaussian (conditioned onh[b]). However, since
the fading coefficient is random, then so is theinstantaneous
SNR of thebth block, which we denoteγb ≡ |h[b]|2Es/N0,
and therefore so is the corresponding capacityC(γb). For
Rayleigh block fading,|h[b]| is Rayleigh and|h[b]|2 is ex-
ponentially distributed. When code-combining is used, then
the capacities of theB blocks add, since each block is sent
over an independent Gaussian channel. The resulting capacity
is:

C(γ1, ..., γB) =
1
B

(
B∑

b=1

C(γb)

)
(15)

where the 1
B term is needed because blocks are orthogonal

and therefore effectively occupy only1/Bth of the channel.
For diversity combining, the SNRs add and so the capacity

whenB blocks are transmitted is:

C(γ1, ..., γB) =
1
B

C

(
B∑

b=1

γb

)
. (16)



When there are no modulation constraints, the capacities
in (15) and (16) are found from the unconstrained AWGN
capacity (10), while when there are modulation constraints
equation (11) or equations (13) and (14) must be used for CM
and BICM, respectively.

WhenB is finite, the channel is not ergodic, and therefore
a Shannon-sense channel capacity does not exist. For finiteB,
a more relevant performance metric is theinformation outage
probability, defined in [3] and [4] as the probability that the
instantaneous capacityC(γ1, ..., γB) is less than the rateRB =
R/B,

p0(B) = P [C(γ1, ..., γB) < RB ] . (17)

WheneverC(γ1, ..., γB) < RB , an information outageoccurs,
and reliable signaling is not possible. The information outage
probability is an information theoretic bound on theframe
error rate (FER) in block fading, and thus no system can have
a FER that is better than the information outage probability.

In the example shown in Fig. 3, the information outage
probability of code-combining in Rayleigh block fading is
plotted against SNR for rateRB = 2 bits per symbol and
B = {1, 2, 3, 4, 10}. For each value ofB, two curves are
shown, one for an unconstrained Gaussian input [obtained
by substituting (10) into (15) withRB = 2], and the other
for a BICM constrained input using gray-labelled 16-QAM
[obtained by substituting (13) into (14) and (15)]. On this log-
log scale, each curve becomes a straight line at high SNR. The
slope of the line is−d, whered is an integer in[0, B] and
is called theblock diversityor SNR exponent. As discussed in
[8], for an unconstrained Gaussian input channel,d = B, but
under modulation constraints the diversity is upper-bounded
by the Singleton bound

d = 1 +
⌊
B

(
1− RB

log2 M

)⌋
. (18)

Since in this caseRB/ log2 M = 1/2, d = 1, 2, 2, 3 and 6
for B = 1, 2, 3, 4 and 10, respectively. This behavior can
be observed in the figure. ForB = 1 and 2, the outage
probability under modulation constraints is worse than the
unconstrained case, but asymptotically the two curves for the
same value ofB have the same slope. However, forB = 3
not only is the constrained case worse than the unconstrained
case, but asymptotically it has the same slope as theB = 2
unconstrained case. Similarly, theB = 4 constrained case has
the same slope as theB = 3 unconstrained case. ForB = 10,
the asymptotic slope for the constrained case is indeed 6,
though this is not obvious by looking at the figure because
slope 6 and 10 look similar to the eye.

V. HYBRID-ARQ

Let the random variableB indicate the number of hybrid-
ARQ transmissions until the packet is successfully received.
Initially, consider the case that there is no limit on the number
of transmissions. ForB to equalb, the firstb−1 attempts must

0 10 20 30 40 50
10

-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

Es/No in dB

In
fo

rm
at

io
n 

O
ut

ag
e 

P
ro

ba
bi

lit
y

Modulation Constrained Input
Unconstrained Gaussian Input

B=1

B=2B=3B=4B=10

Fig. 3. Information outage probability vs. SNR for unconstrained and gray-
labelled 16QAM modulation in Rayleigh block fading with rateRB = 2.

fail while the bth attempt must succeed. Thus, the pmf ofB
is

pB [b] = (1− p0(b))
b−1∏

i=1

p0(i) for b ≥ 1. (19)

Often, an upper limitBmax is placed on the number of
hybrid-ARQ transmissions. If the message is not received after
Bmax blocks have been transmitted, then an error is logged,
and the system moves on to the next message. The pmf ofB
with constraintBmax on the number of transmissions is

pB [b] =





ξ (1− p0(b))
b−1∏

i=1

p0(i) for 1 ≤ b ≤ Bmax

0 otherwise,
(20)

where ξ is a normalization factor required to makepB [b] a
valid pmf:

ξ =

[
Bmax∑

i=1

(1− p0(b))
b−1∏

i=1

p0(i)

]−1

. (21)

Let τ be the time between the start of consecutive blocks
(which includes the time to transmit the block, process it,
send an acknowledgement, and process the acknowledgement).
Then the throughput, in bits per second, is:

η =
K

τE[B]
(22)

whereE[B] is the expected value ofB, andK is the number
of information bits per message. A more meaningful metric is
the throughput efficiency, which is the ratio ofcorrect bits to
transmitted bits:

ηeff =
1− p0(Bmax)

E[B]
. (23)



TABLE I

MAXIMUM THROUGHPUT(kbps) FOR THE FIXED REFERENCECHANNEL

QPSK 16-QAM

H-Set 1 534 777

H-Set 2 801 1166

H-Set 3 1601 2332

Another metric of interest is the latency, which is the time
between correctly decoded messages, and is given byτ/ηeff

seconds.
Note that when using hybrid-ARQ,RB = R/B and so the

upper-bound on diversity given by (18) becomes

d = 1 +
⌊
B − R

log2 M

⌋
. (24)

This implies that as long asR < log2 M (which must be true
in practical systems) thend is upper bounded byB and there
is no loss in diversity in hybrid-ARQ systems due to using
modulation constraints.

VI. L IMITS ON THE THROUGHPUT OFHSDPA

In this section, the throughput efficiency of HSDPA (ob-
tained through computer simulations) is compared against
the corresponding information theoretic bounds (both un-
constrained and modulation-constrained). With HSDPA, the
message is first encoded by the rate1/3 UMTS turbo code
[12]. A two stage rate matching algorithm is used to puncture
the codeword, which is then modulated (after bitwise inter-
leaving) using either QPSK or 16-QAM. For each modulation
type, there are eight ways to perform rate matching, which
is specified by a three bit variable called theredundancy
version[5]. In the case of 16-QAM, gray-labelling is used and
rate matching can be used to essentially rearrange the signal
constellation mapping. When a retransmission is requested,
the rate matching algorithm can either be run with the same
redundancy version, resulting in a repetition code which is
diversity-combined at the receiver, or a different redundancy
version can be used for each transmission, in which case code-
combining is used.

Key parameters, such as the message size (K), block length
after rate matching (L), sequence of redundancy versions, and
time between the start of consecutive blocks (τ ), were chosen
to comply with the 3GPP approval standard [13]. There are a
total of six testsets defined in [13], termed H-Set 1 through
H-Set 6. In this section, we give throughput results for H-
Set 1 through 3, which differ only in the value ofτ . The
maximum throughput for these three H-Sets, which occurs as
E[B] → 1, or equivalently asEs/No →∞, is given in Table I.
For each case, the number of information bits isK = 3202 for
QPSK andK = 4664 for 16-QAM. After rate matching, the
block size isL = 2400 QPSK symbols orL = 1920 16-QAM
symbols. The maximum number of hybrid-ARQ transmissions
per message isBmax = 4 and each block is punctured using
a different redundancy version (code-combining). The time
between the start of consecutive blocks isτ = 6, 4, and 2
msec for H-Set 1, 2, and 3, respectively.
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Fig. 4. Throughput efficiency of HSDPA H-Sets 1 through 3 in Rayleigh
block fading using QPSK or 16-QAM modulation. For each modulation type,
the unconstrained and modulation-constrained theoretical limits are compared
against the simulated performance of the HSDPA system.

Fig. 4 shows throughput efficiency versus SNR in Rayleigh
block fading for H-Sets 1 through 3 using both QPSK and 16-
QAM modulation. Since H-Sets 1 through 3 differ only in the
value ofτ , all three have the same throughput efficiency. The
figure shows two groups of three curves. The group on the left
is for QPSK and the group on the right is for 16-QAM. Note
that QPSK has better throughput efficiency than 16-QAM in
this application because it has a lower per-block code rate
(R = 3202/2400 for QPSK and4664/1920 for QAM). For
each modulation type, three curves are shown. The leftmost
curve is the information-theoretic limit on throughput with an
unconstrained (i.e. Gaussian-distributed) input, while the mid-
dle curve is the information-theoretic limit with a modulation-
constrained input. The rightmost curve is the throughput of
the simulated HSDPA system in block fading.

The results shown in Fig. 4 indicate how much of the
performance difference between HSDPA and the correspond-
ing theoretical limits is due to the modulation constraints
and how much is due to the use of the turbo code. For
instance, with QPSK, a throughput efficiencyηeff = 0.5
is achieved atEs/N0 = 0.77, 1.12, and 2.05 dB for the
unconstrained, modulation-constrained, and actual HSDPA
cases, respectively. This implies that while HSDPA has a
1.28 dB loss compared to the unconstrained theoretic bound,
about0.35 dB of this loss can be attributed to the modulation
constraint, while the rest is attributed to the turbo code.
Similarly, for 16-QAM, a throughput efficiencyηeff = 0.5
is achieved atEs/No = 4.88, 5.44, and6.48 dB for the un-
constrained, modulation-constrained, and actual HSDPA cases,
respectively. This indicates that of the1.60 dB difference
between HSDPA and the unconstrained theoretic bound, about
0.56 dB of this loss is due to the modulation constraint.
It is interesting to note that for QPSK, the loss due to the



modulation constraint diminishes at low throughput efficiency
(e.g. ηeff < 0.2), while for QAM it does not (except at ex-
tremely smallηeff ). These results suggest that the modulation
constraint has more of a negative effect when using QAM
signaling than when using QPSK signalling, at least for the
HSDPA system considered here.

VII. C ONCLUSIONS

When examining the throughput of any practical hybrid-
ARQ system in block fading, there is always a loss relative
to the information theoretic bounds derived by Caire and
Tuninetti [2]. In the case of HSDPA, this loss is in the range
of 1-2 dB. While there are several causes for this loss, these
causes can be roughly partitioned into those that are due to
the modulation constraints and those that are due to the use
of a practical code. This paper presented a methodology for
determining the information theoretic throughput bound under
modulation constraints, thereby allowing the relative through-
put losses due to modulation and coding to be separated. In
the case of HSDPA, about0.5 to 0.6 dB of the loss is due to
using a 16-QAM modulation constraint, while up to0.4 dB
of the loss is due to using QPSK modulation constraints.

As for the losses due to causes other than modulation,
there are several factors. First, both the unconstrained and
modulation-constrained throughput bounds were found by
using expressions for the AWGN Shannon-sense capacity of
each block. As such, these expressions are derived under the
assumption of an infinite block length. However, practical
systems must use a finite block length (e.g. in HSDPA it is
2400 QPSK symbols or1920 QAM symbols). Thus some of
the loss is due to finite block length effects, and the amount of
this loss can be determined using an extension of the sphere-
packing approaching described in [14]. Another issue with
HSDPA is that while the rate matching algorithm can be used
to produce up to eight distinct blocks for each modulation
type, these blocks are not mutually exclusive, i.e. some code
bits will appear in more than one block. As a consequence,
the processing at the receiver will actually be a combination
of code-combining and diversity-combining. This problem can
be alleviated by using a rate compatible code, such as a
rate compatible turbo code [15], which will have distinct
blocks and is therefore amenable to pure code-combining. One
weakness of using rate compatible coding is that it imposes a
finite upper limit on the maximum number of retransmissions
Bmax; this drawback can possibly be alleviated by using a
rateless code such as an LT code [16] or a Raptor code [17]. In
addition to finite block length effects and presence of repeated
code bits, the other losses relative to the information theoretic
bounds can be attributed to thecode imperfectnessas defined
by [18].

While the purpose of this paper has been to examine the ef-
fects of modulation constraints upon the theoretical throughput
limits of conventional,point-to-point, hybrid-ARQ, the results
can easily be extended to study hybrid-ARQ basedrelaying
protocols, such as the HARBINGER protocol proposed in
[19]. In a relaying network, additional relay terminals assist the

transmission of the message from source to destination. While
the initial hybrid-ARQ transmission must always come from
the source, each retransmissions may come from any relay
that overhears the message. Thus the time-diversity benefits
of hybrid-ARQ are combined with the spatial-diversity of
relaying. While the results in [19] assumed an unconstrained
channel input, the results from this paper could be used to
study the impact of modulation constraints on hybrid-ARQ
relaying protocols.
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