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Owing to the popularity of smartphones, the recent widespread adoption of wireless broadband has resulted in a tremendous growth in the volume of mobile data traffic, and this growth is projected to continue unabated. In order to meet the needs of future systems, several novel technologies have been proposed, including cooperative communications, cloud radio access networks (RANs) and very densely deployed small-cell networks. For these novel networks, both interference and the limited availability of computational resources play a very important role. Therefore, the accurate modeling and analysis of interference and computation is essential to the understanding of these networks, and an enabler for more efficient design.

This dissertation focuses on four aspects of modern wireless networks: (1) Modeling and analysis of interference in single-hop wireless networks, (2) Characterizing the tradeoffs between the communication performance of wireless transmission and the computational load on the systems used to process such transmissions, (3) The optimization of wireless multiple-access networks when using cost functions that are based on the analytical findings in this dissertation, and (4) The analysis and optimization of multi-hop networks, which may optionally employ forms of cooperative communication.

The study of interference in single-hop wireless networks proceeds by assuming that the random locations of the interferers are drawn from a point process and possibly constrained to a finite area. Both the information-bearing and interfering signals propagate over channels that are subject to path loss, shadowing, and fading. A flexible model for fading, based on the Nakagami distribution, is used, though specific examples are provided for Rayleigh fading. The analysis is broken down into multiple steps, involving subsequent averaging of the performance metrics over the fading, the shadowing, and the location of the interferers with the aim to distinguish the effect of these mechanisms that operate over different time scales. The analysis is extended to accommodate diversity reception, which is important for the understanding of cooperative systems that combine transmissions that originate from different locations. Furthermore, the role of spatial correlation is considered, which provides insight into how the performance in one location is related to the performance in another location.

While it is now generally understood how to communicate close to the fundamental limits implied by information theory, operating close to the fundamental performance bounds
is costly in terms of the computational complexity required to receive the signal. This dissertation provides a framework for understanding the tradeoffs between communication performance and the imposed complexity based on how close a system operates to the performance bounds, and it allows to accurately estimate the required data processing resources of a network under a given performance constraint. The framework is applied to Cloud-RAN, which is a new cellular architecture that moves the bulk of the signal processing away from the base stations (BSs) and towards a centralized computing cloud. The analysis developed in this part of the dissertation helps to illuminate the benefits of pooling computing assets when decoding multiple uplink signals in the cloud. Building upon these results, new approaches for wireless resource allocation are proposed, which unlike previous approaches, are aware of the computing limitations of the network.

By leveraging the accurate expressions that characterize performance in the presence of interference and fading, a methodology is described for optimizing wireless multiple-access networks. The focus is on frequency hopping (FH) systems, which are already widely used in military systems, and are becoming more common in commercial systems. The optimization determines the best combination of modulation parameters (such as the modulation index for continuous-phase frequency-shift keying), number of hopping channels, and code rate. In addition, it accounts for the adjacent-channel interference (ACI) and determines how much of the signal spectrum should lie within the operating band of each channel, and how much can be allowed to splatter into adjacent channels.

The last part of this dissertation contemplates networks that involve multi-hop communications. Building on the analytical framework developed in early parts of this dissertation, the performance of such networks is analyzed in the presence of interference and fading, and it is introduced a novel paradigm for a rapid performance assessment of routing protocols. Such networks may involve cooperative communications, and the particular cooperative protocol studied here allows the same packet to be transmitted simultaneously by multiple transmitters and diversity combined at the receiver. The dynamics of how the cooperative protocol evolves over time is described through an absorbing Markov chain, and the analysis is able to efficiently capture the interference that arises as packets are periodically injected into the network by a common source, the temporal correlation among these packets and their interdependence.
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The following notation and symbols are used throughout this dissertation.

\[\| \cdot \| \quad : \quad \text{Euclidian norm}\]
\[| \cdot | \quad : \quad \text{Cardinality of a set}\]
\[|\mathcal{A}| \quad : \quad \text{Network area}\]
\[\alpha \quad : \quad \text{Path loss exponent}\]
\[B \quad : \quad \text{Spectral band in Hz}\]
\[\beta \quad : \quad \text{Signal-to-interference and noise ratio (SINR) threshold}\]
\[c \quad : \quad \text{Speed of light}\]
\[C \quad : \quad \text{Channel capacity}\]
\[c_f \quad : \quad \text{Decoding complexity}\]
\[c_{\text{max}} \quad : \quad \text{Maximum computational resources allocated to a base station}\]
\[C_k \quad : \quad \text{Number of code blocks for the } k^{th} \text{ MCS}\]
\[\mathcal{D} \quad : \quad \text{Averaged conditional delay}\]
\[D \quad : \quad \text{Duty factor}\]
\[\text{diag} (\cdot) \quad : \quad \text{Diagonal matrix}\]
\[d_{\text{comp}} \quad : \quad \text{Computational diversity}\]
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\[d_{\text{net}} \quad : \quad \text{Length of the side of a square area}\]
\[d_0 \quad : \quad \text{Reference distance}\]
\[\delta(x) \quad : \quad \text{Dirac delta function}\]
\[\Delta \gamma \quad : \quad \text{Signal-to-noise ratio margin}\]
\[\epsilon_{\text{all}} \quad : \quad \text{Overall outage, which includes both channel and computational outage}\]
\( \epsilon_{\text{comp}} \) : Computational outage

\( \epsilon_j \) : Channel outage probability at the \( j^{th} \) receiver

\( \hat{\epsilon}_{\text{channel}} \) : Channel outage constraint

\( \mathbb{E}_X[\cdot] \) : Expectation operator with respect to the random variable \( X \)

\( \eta \) : Spectral efficiency

\( f_{\text{fpc}} \) : Fractional power-control factor

\( f_p \) : Fraction of the power dedicated to synchronization and channel estimation

\( f_x(x) \) : Probability density function (PDF) of a random variable \( x \)

\( F_x(x) \) : Cumulative Distribution Function (CDF) of a random variable \( x \)

\( G \) : Processing gain

\( \gamma \) : Instantaneous signal-to-interference and noise ratio (SINR)

\( g_{\text{comp}} \) : Computational gain

\( g_{i,j} \) : Power gain between for the link between the \( i^{th} \) transmitter and the \( j^{th} \) receiver

\( h \) : Modulation index for a CPFSK modulation

\( \overline{H} \) : Averaged number of hops

\( K \) : Number of UEs within the network

\( L \) : Number of sides in a regular polygon

\( L_{\text{max}} \) : Maximum number of turbo iterations

\( \mathcal{L} \) : Number of contiguous frequency channels

\( \lambda \) : Density of interferers

\( M \) : Number of interferers

\( m_{i,j} \) : Nakagami-m factor for the link between the \( i^{th} \) transmitter and the \( j^{th} \) receiver

\( N \) : Noise power

\( \mu \) : Service probability

\( N_{\text{cloud}} \) : Number of jointly processed base stations

\( N_{\text{tr}} \) : Maximum number of retransmissions allowed

\( \Omega_{i,j} \) : Normalized received power between the \( i^{th} \) transmitter and the \( j^{th} \) receiver

\( p \) : Probability of occurrence of a given event

\( P_i \) : Transmit power from the \( i^{th} \) transmitter

\( p_x[x] \) : Probability mass function (PMF) of a random variable \( x \)

\( \psi \) : Fractional in-band power

\( R \) : Code rate
\( \mathcal{R} \) : Averaged path reliability or probability of end-to-end success

\( r_{i,j} \) : Distance between the \( i^{th} \) transmitter and the \( j^{th} \) receiver

\( \rho \left[ x, y \right] \) : Correlation coefficient between random variable \( x \) and \( y \)

\( r_{ex} \) : Exclusion radius

\( r_{in} \) : Radius of a circular exclusion zone

\( r_{max} \) : Maximum connection distance

\( r_{out} \) : Radius of a circular network

\( r_t \) : Transmission range

\( s \) : Compensation factor for fractional power control

\( S_{\text{mbsfn}} \) : Number of MBSFN areas

\( S_{\text{sector}} \) : Number of sectors for a BS

\( \bar{\mathcal{S}}_{\text{ase}} \) : Averaged area spectral efficiency

\( \sigma_s \) : Standard deviation for log-normal shadowing

\( T \) : Throughput

\( T_c \) : Chip period

\( T_{\text{ECP}} \) : Extended cyclic prefix

\( t_{\text{comp}} \) : Complexity-rate tradeoff

\( \text{tr} (\cdot) \) : Trace operator

\( u(x) \) : Step function

\( \xi_{i,j} \) : Log-normal shadowing coefficient between the \( i^{th} \) transmitter and the \( j^{th} \) receiver

Bold case letters denote vectors.
Chapter 1

Introduction

As mobile data demand continues to increase exponentially, wireless networks need to prepare for 1000X traffic growth over the next decade [1]. In order to meet the needs of future systems, novel technologies have been proposed including very densely deployed small-cell networks, Cloud-radio access networks (RANs), and cooperative communication protocols and strategies. Future networks [2] are expected to be densely deployed, with a high degree of cooperation among nodes, and empowered by the use of virtualization and cloud computing, through the use of centralized cloud platforms, which will be used to coordinate cooperative transmissions and be able to jointly process signals from multiple base stations (BSs). In these novel networks, since both radio spectrum and computational resources allocated are finite, both the effect of the interference and the computational resources available will play a very important role. Therefore, analysis, modeling and estimation of them is very important for a better understanding of these networks and for their better and more efficient design.

This dissertation focuses primarily on four aspects: 1) It models and analyzes the effect of the interference, and introduces a novel analytical framework to compute the outage probability for wireless networks with interferers located according with a point process when the signal is subject to fading. This framework is applied to a variety of cases of study in order to prove its wide applicability and its benefits in modeling both conventional and cooperative networks; 2) It provides a better understanding of the interplay between available computing resources and the required communications performance by building a framework that estimates the required data processing resources under a given performance
constraint for a Cloud-RAN. It also focuses on the resource management through the design of computationally aware schedulers, which improve the overall performance by accounting for the penalty in the quality of communications when the computational resources available for processing the communication signals is limited; 3) It describes a novel methodology to optimize multiple-access networks, including frequency-hopping (FH) systems, which will be more widely employed in future networks with the aim to further mitigate the effect of frequency-selective fading and prevent the near-far problem. The optimization procedure accounts for the presence of fading and interference effects, including co-channel interference (CCI) and adjacent-channel interference (ACI); 4) It provides a more efficient method to stochastically model and study the performance of cooperative multi-hop wireless networks, in presence of interference.

In order to provide to the reader some basic background and fundamentals, the remainder of this chapter gives a brief overview on modeling interference in wireless networks, a summary of the existing methodologies used to analyze the effect of interference, and a brief discussion on computational complexity in wireless networks. The chapter concludes by providing an outline of this dissertation, together with a brief summary of the main contributions.

1.1 Modeling Interference in Wireless Networks

A wireless communication network can be seen as a group of nodes, which can act as transmitters or receivers, and they are located in a given arena. At a given time, some of the nodes transmit simultaneously, in order to communicate with one or multiple receivers (in cooperative systems each receiver can be served by a plurality of transmitters). The signal propagates from each transmitter to all receivers through a given wireless link, which may be jammed by the signals from the other transmitters.

The first step to model a wireless network is to create an interference model \[3\]. An interference model can be viewed as the combination of the following components \[4\]:

1. Propagation model: This describes the effects of radio propagation on the signal as it travels through the transmission media (e.g., over the air). The three main propagation
effects considered when modeling wireless channels are [5]:

(a) Path loss: This models the attenuation suffered by signal while traveling from the transmit antenna to the receiver antenna. A common model is $P_r / P_t \propto r^{-\alpha}$, where $P_r$ and $P_t$ are the average transmit and receive power levels, respectively, $r$ is the transmitter-receiver separation distance, and $\alpha$ is the path loss exponent.

(b) Large-scale fading: This characterizes the obstructions from large objects which cause the average received power level to vary, for the same transmitter-receiver separation distance. The large-scale fading is often called shadowing.

(c) Small-scale fading: In a typical wireless communication environment, propagation occurs through multiple paths between transmitter and receiver, and several replicas of the transmitted signal reach the receive antenna. These replicas combine with each other in a constructive or destructive way, resulting in a received signal with rapid envelope fluctuation. The most common statistical distributions used to model this phenomena include the Rayleigh, Nakagami-m and Ricean distributions.

In a typical wireless environment, all three propagation effects described above are present, such that the average power of the received signal decreases as the transmitter-receiver separation distance increases, combined with fluctuations due to small scale and large scale fading. However, depending on the propagation environment or the scenario of application, some of these effects can be neglected.

2. Spatial model: This specifies how terminals, including the desired transmitters, reference receivers, and interfering transmitters, are distributed over the network area. The model varies from a purely random distribution to an arbitrary terminal placement.

3. Traffic model: This describes the transmitter activity (when and which terminals access the radio channel), and it is mainly dictated by the medium access control (MAC) technique adopted in the network. The MAC techniques can be classified as random access (e.g., CSMA and Aloha) or scheduled access (e.g., TDMA, CDMA and FDMA).
In an interference model the components listed above can be either a deterministic or a random process based on the scenario considered.

One of the key aspects that must be considered when modeling interference in wireless communication is how interference effects the reception of a given desired signal. In this case two models can be adopted:

1. **Collision channel model** [6]: This model assumes that if two or more messages are transmitted at the same time, all messages are lost due to collision, regardless of their transmit power levels.

2. **Capture channel model** [7]: This model, which is more realistic, assumes that successful reception may occur if the received signal is sufficiently stronger than the interfering signals. Two different versions of the capture channel model can be found in the literature, which are:

   (a) **Vulnerability circle capture model** [8]: According to this model, a message is correctly received if its received power is larger than the individual received power of any other message by a factor $\beta_v$. Under the assumption that the path loss channel model is deterministic and all nodes transmit with the same power level, the above condition is equivalent to state that only transmitters within a vulnerability circle of radius $r_v = \frac{1}{\beta_v} r$ and centered at the receiver cause interference to the signal from a link transmitter located at distance $r$ from the receiver $^1$, as illustrated in Fig. 1.1.

   (b) **Power capture model**: This model states more realistically that a message is successfully decoded if the received power from the $i^{th}$ transmitter $P_i$ is at least $\beta$ times higher than the aggregated received power from all other transmitters summed with the noise power $\mathcal{N}$. In other words, the signal-to-interference-and-noise ratio (SINR) of the desired message needs to satisfy a threshold $\beta$:

   $$\gamma = \frac{P_i}{\mathcal{N} + \sum_{j \neq i} P_j} \geq \beta.$$  

---

$^1$Note that the vulnerability circle capture model reduces to the collision channel model if $\beta_v \rightarrow \infty$. 

According to how the interference is described and used, the interference models used in the literature for a wireless network can be classified into three large groups:

- statistical interference models;
- models that describe the effects of interference;
- graph-based interference models.

### 1.1.1 Statistical Interference Models

Statistical interference models are preferred when the randomness of the propagation channel gains and the randomness of user activity are considered. These models assume that the statistical characteristics of the interference depend on the statistics of the individual interfering signals, such as the propagation effects, the interferer locations and the user activity. In these models, the location of interferers relative to the receiver (or receivers) plays an important role, since these distances determine the average power levels of the interference signals. Two major classes of statistical interference models can be identified, according to the nature (stochastic or arbitrary) of interferer location:
### Table 1.1: Common spatial point processes.

<table>
<thead>
<tr>
<th>Point Process</th>
<th>Key Properties</th>
<th>Practical Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson (PPP)</td>
<td>Independency between node locations</td>
<td>Ad hoc networks with random channel access</td>
</tr>
<tr>
<td>Hard core (HCPP)</td>
<td>Minimum distance between nodes</td>
<td>Carrier sensing wireless networks with collision avoidance</td>
</tr>
<tr>
<td>Cluster (CPP)</td>
<td>Clusters of nodes, with independence between cluster locations</td>
<td>Sensor networks, and urban networks with dense hotspots</td>
</tr>
<tr>
<td>Binomial (BPP)</td>
<td>Independency between node locations, which are fixed number in a given area</td>
<td>A known number of relays or mobile users deployed at random in a cell of known size</td>
</tr>
</tbody>
</table>

1. For the first kind of statistical interference model, the key source of randomness in the interference is the random nature of interferer locations. For this type of statistical interference model, the locations of the interferers are modeled according to a random point process. In the following, the most common point processes are described below, and their main characteristics are summarized in Table 1.1:

(a) The *Poisson point process* (PPP) has been by far the most popular spatial model due to its analytical tractability. It can be used to model a practical situation where transmitters and/or receivers are located or moved around randomly over a large area. Indicate with $\lambda$ the *intensity* of the process, which is the average number of points per unit area. In a PPP the number of points within a given area $\mathcal{A}$ is Poisson distributed with density $\lambda$ and the average number of points is $\lambda|\mathcal{A}|$. The probability that there are $n$ points in $\mathcal{A}$ is equal to $(\lambda|\mathcal{A}|)^n e^{-\lambda|\mathcal{A}|}/n!$. Each point is placed independently and uniformly in the area $\mathcal{A}$.

(b) Even if a PPP can be used to model a wide range of scenarios, there are some real-world situations that requires a different model. When the channel access is not purely random (e.g., carrier sense multiple access with collision avoidance (CSMA/CA)), a more regular structure for the interference locations is required and in this case a *Matérn hard core point process* (HCPP) is more appropriate.
A HCPP is a repulsive point process, where all its points are placed such a way they are at least at distance $r_{ex}$ from each other. A Matérn HCPP is a type of HCPP which is obtained transforming a PPP into a HCPP by applying a thinning operation. Among the different types of Matérn HCPPs, the most used are:

- **Matérn HCPP type I**: Starting from a PPP, type I is constructed by deleting all the points from the PPP that co-exist within a distance less than the hard core parameter $r_{ex}$. For this point process its spatial intensity $\lambda_{r_{ex}}$ is a function of the spatial intensity $\lambda$ of the initial PPP:

  $$\lambda_{r_{ex}} = \lambda e^{-\pi \lambda r_{ex}^2}.$$  

- **Matérn HCPP type II**: In the type II Matérn HCPP, each point of the PPP has a random mark, which is an independent uniform random variable. A point is deleted if only if there is another point of the PPP that lies within distance $r_{ex}$ with a smaller mark. The spatial intensity $\lambda_{r_{ex}}$ of the Matérn HCPP can be obtained by the Slivnyak-Mecke’s theorem as function of the spatial intensity $\lambda$ of the initial PPP:

  $$\lambda_{r_{ex}} = \frac{1 - e^{-\pi \lambda r_{ex}^2}}{\pi r_{ex}^2}.$$  

(c) In a binomial point process (BPP), similar to a PPP, the distribution of the given number of points is independently and identically distributed, but unlike a PPP the number of points is fixed. In the case the size of the network is fixed and the number of relays or mobile users is known, a BPP is more realistic.

(d) Another common branch of point processes is the cluster process process (CPP), which has been frequently used in the field of communication to model urban networks with dense hotspots or in sensors networks. One of the most used CPPs is a Poisson cluster process (PCP), which is obtained by placing points using a PPP with intensity $\lambda$. Each of these points, called an immigrant, generates a cluster, which is itself a finite point process. Given the immigrants, the clusters are independent and identically distributed.
Another commonly used CPP is the *uniform cluster process (UCP)*, where the number of relays or mobile users placed inside the network are fixed. In a UCP, the points are located in such a way that they lie within each other, and for each point this region, where no other points can lie, is called *exclusion region*. In particular a UCP can be obtained placing the points in the network arena in sequence and the location of each new point is re-assigned as many times as necessary until it does not fall within any exclusion regions of the existing points.

When a statistical interference model is adopted in random networks, *stochastic geometry* [18–21], which is a rich branch of applied probability, is a valid and recently widely used tool. Stochastic geometry was initially adopted for applications in biology, astronomy and material science, but nowadays it is extensively used in the context of communication networks. Stochastic geometry is particularly efficient and relevant to large-scale networks, when the statistical interference model is ergodic. In this case, stochastic geometry allows (by averaging over all possible topologies) to capture the key dependencies of the network performance characteristics (connectivity, stability, capacity, etc.) as functions of a relatively small number of parameters: typically they are the densities of the point processes and the parameters of the protocols involved.

2. Another branch of statistical interference models is composed of the interference models in arbitrary networks. In these models, the locations of the interferers is not random, but rather are fixed, and typically the propagation effects are the key source of randomness of interference. The problem of statistically characterizing interference for these models is based on deriving the statistics of the aggregate interference. In addition to the assumption that interfering signals sum incoherently, often it is also assumed that all interfering signals suffer from the same type of fading.

### 1.1.2 Models Describing the Effects of Interferences

An alternative approach in modeling wireless networks is to adopt models that describe the effects of interference, rather than modeling interference itself. Basically, these models...
focus on a specific aspect of the behavior of the network that is affected by interference. The two most popular interference models of this class are:

1. **Protocol interference model [22]**: This model is based on the vulnerability circle capture model and it defines a condition for successful communication over a given link. In particular, it is assumed a simple deterministic path loss channel model, and that all terminals transmit with the same power level $P_0$. Under these assumptions, it is possible to successfully receive a message from the $i^{th}$ transmitter if:

\[
P_i \geq \frac{P_0}{P_j} \left| \frac{X_i - X_{R(i)}}{X_j - X_{R(i)}} \right|^{-\alpha} \geq \beta \Rightarrow \left| X_i - X_{R(i)} \right| \geq \frac{\beta^{-1/\alpha}}{X_j - X_{R(i)}} \quad (1.4)
\]

where $X_i$ denotes the $i^{th}$ terminal and its position, $X_{R(i)}$ is the intended receiver of transmissions from the $i^{th}$ terminal $X_i$, and $\left| X_i - X_{R(i)} \right|$ is the Euclidian distance between terminals $X_i$ and $X_{R(i)}$. Equation (1.4) indicates that successful transmissions require disjointed circular exclusion regions around receivers $X_{R(i)}$.

2. **Physical interference model [22]**: This model is based on the power capture model and, as with the protocol interference model, a simple deterministic path loss channel model is assumed. Furthermore it is assumed that all terminals transmit with the same power level $P_0$. According to the physical interference model a transmission from terminal $X_i$ is successfully received by terminal $X_{R(i)}$ if the SINR at $X_{R(i)}$ is equal to or larger than a given threshold $\beta$:

\[
\gamma = \frac{P_0 \left| X_i - X_{R(i)} \right|^{-\alpha}}{N + \sum_{j \neq i} P_j \left| X_j - X_{R(i)} \right|^{-\alpha}} \geq \beta. \quad (1.5)
\]

This interference model can then be generalized assuming that the aggregate interference follows a Gaussian distribution. In this way the highest data rate $R_i$ over the link $(X_i, X_{R(i)})$ is function of the $\gamma$ according to the Shannon’s capacity formula for additive white Gaussian noise (AWGN) channel. In this case the **generalized physical interference model** is written as [23]:

\[
R_i = B \log_2 \left( 1 + \frac{P_i \left| X_i - X_{R(i)} \right|^{-\alpha}}{N_0 B + \sum_{j \neq i} P_j \left| X_j - X_{R(i)} \right|^{-\alpha}} \right) \quad (1.6)
\]

where $N_0/2$ is the noise spectral density, $B$ is the channel bandwidth.
3. **Graph-based Interference Models** [24]: Wireless multi-hop networks are often modeled by employing graph theory, which allows to provide a representation of the network and the interconnections among nodes. A graph is a representation of a set of objects, where some pairs of objects can be connected each other by links. The interconnected objects are represented by mathematical abstractions called *vertices*, and the links that connect some pairs of vertices are called *edges*. Graphs have several features that make them appropriate for modeling wireless networks, and in particular their connectivity and interference. Graph-based interference models are particularly useful in the context of resource allocation or topology control [25, 26]. The connectivity of a wireless network can be modeled using a *connectivity graph* $G_C = (V, E_C)$, where $V$ is the set of vertices that represent the terminals of the network, and $E$ is the set of edges connecting any two vertices, which represent the communication links between the respective terminals. When the focus is on the interference, an *interference graph* $G_I = (V_I, E_I)$ is used: if the intent is to model the interference between terminals, $V_I$ is the set of terminals, while $E_I$ is the set of edges, which model the interference between terminals; if the intent is to model the interference between links, $V_I$ is the set of communication links, while $E_I$ is the set of edges, which represent the interference between two links.

### 1.2 Techniques to Analyze the Network Performance

In the remainder of this dissertation a physical interference model is adopted, when the dynamics of the channel (e.g., fading and shadowing) and the random locations of the interferers are taken into account. In this case, $\gamma$ becomes a random variable and the cumulative distribution function (CDF) of the SINR is used as a metric for characterizing the performance of wireless networks. In the literature, there are six different techniques [27, 28], which are used to evaluate the CDF of the SINR once an interference model with a distance dependent power-law is adopted and interferers are drawn according to a specific point process:
1. **Rayleigh fading assumption**: since it is not always possible to find a closed-form expression for the probability density function (PDF) of the aggregate interference \( I \) and in order to make the analysis tractable, it is common to assume Rayleigh fading. Under this assumption, it is not still possible to determine the interference statistic (the CDF of the aggregate interference), but the exact CDF of the SINR can be obtained, which has the form:

\[
F_\gamma(\beta) = P[\gamma \leq \beta] = 1 - \exp\{-Na\beta\} L_I(s)
\]

where \( L_I(s) \) is the Laplace transform (LT) of the PDF of the aggregate interference \( I \) and \( a \) is a constant. The key is to find the LT of the PDF of \( I \), which thanks to the probability generating functional (PGFL) is easy to compute for many cases involving a PPP (e.g. [14]) or other simple point processes such as a BPP (e.g. [29]).

2. **Dominant interferers assumption**: when deterministic channel gains are assumed, this technique is used. Under this approach only a subset of interferers is considered, and in particular only the contribution from the interferers into a vulnerability region or \( n \) nearest interferers are taken into account. Under a high path loss exponent (e.g., \( \alpha = 4 \)), the contribution from the further interferers is negligible and therefore this approach leads to a tight lower bound for the CDF of the SINR.

3. **Approximated PDF of the aggregate interference**: in this approach, simulations are used to empirically fit the PDF of \( I \) to a known distribution, such as a Gaussian or shifted log-normal.

4. **Usage of Plancherel-Parseval theorem**: an alternative approach to the previously ones is to use the Plancherel-Parseval theorem. This theorem states that if \( f_1(t) \) and \( f_2(t) \) are square integrable complex functions, then

\[
\int_{\mathbb{R}} f_1(t)f_2^*(t)dt = \int_{\mathbb{R}} F_1(\omega)F_2^*(\omega)d\omega
\]

where \( f^*(t) \) is the conjugate of \( f(t) \), \( F_1(\omega) \) is the Fourier transform (FT) of \( f_1(t) \), and \( F_2(\omega) \) is the FT of \( f_2(t) \). Since the FT of a PDF is equivalent to the characteristic
function of that PDF it is possible to state that $\mathcal{F}(\omega) = \mathcal{L}(s)\bigg|_{s=i\omega}$. This last property allows the inverse LT to be replaced by an integral.

5. Laplace numerical inversion: this last technique makes use of numerical methods to invert the LT of the PDF of the aggregate interference.

6. Usage of Gil-Pelaez inversion theorem: in [28], the authors obtained exact and approximated closed-form expressions for the CDF of the SINR by inverting the characteristic function of the aggregate interference with the aid of the Gil-Pelaez inversion formula. This theorem states that

$$F_I(x) = \frac{1}{2} - \frac{1}{\pi} \int_0^\infty \frac{\text{Im} [\exp (-itx) \gamma_I(t)]}{t} dt$$

(1.9)

where $\gamma_I(x)$ is the CF of the aggregated interference.

1.3 Computational Complexity in Wireless Networks

Wireless networks are designed to deliver information in real time, and therefore they are subject to very tight hard real-time timing and protocol constraints, which need to be regularly satisfied to guarantee their proper operation. One of the features that influences the reliability and the performance of a network is the computational complexity required to perform the processing of a signal. If, at a given time, a network requires more computational resources than those available, or it requires more time to complete a given operation than the one allowed, it is subject to an outage, and the information cannot be decoded. Therefore, based on the likelihood of this event, the performance of the network can be greatly impacted.

In modern wireless networks, the computational resources required over time mainly depends on the computational complexity of the channel decoder, which usually performs the most computational intense operations that increase as the system works closer to channel capacity. The computational resources are usually distributed in the network, and each device has its own computational capacity to perform channel decoding. However, novel architecture, such as Cloud-RAN [30], use cloud-computing platform to perform centralized processing of multiple signals from a pool of BS, which enables the flexible usage of
processing resources through virtualization \[31\][32]. Since these type of architectures are designed with the aim to reduce deployment costs throughout a parsimonious provisioning of the computational resources, they are particularly vulnerable to the detrimental effect of computational complexity. For this reason in the past years, an increasing interest has grown among researcher groups to better design these systems being aware of the computational penalties that characterize them.

### 1.4 Scope, Outline and Contributions

The focus of this dissertation is on the effect of interference and computational complexity in wireless communication systems. In particular, this work aims to build an alternative approach to the one listed in Sec. 1.2 which is able to discard some of common assumptions previously used and enables the more accurate modeling of both conventional and cooperative wireless systems and provide insights on how to optimize them. Focus is also given on estimating the data processing requirement for cellular networks that use centralized computing platforms, such as a Cloud-\texttt{RAN} to perform joint baseband processing on signals from a group of \texttt{BS}s. The last part of this dissertation focuses then on \texttt{FH} systems and cooperative protocols and how to model and optimize them when accounting for the effect of interference.

The discussion starts in Chap. 2 which builds an alterative analytical framework to evaluate the outage probability of a network subject to fading and with the location of the interferers distributed according to a point process. In the literature \[3,14,20,21,27,33-35\] a common assumption is to assume an infinite network, both by having an infinite area, and by having an infinite number of interferers. While this assumption simplifies the analysis, it is important to bear in mind that no wireless network is actually infinite. Furthermore, another drawback of the related literature is that the \texttt{SINR} variable combines the effects of fading and interferer location, and outage probabilities are computed with respect to both of these contributions. While certainly the long-term (c.f., \textit{ergodic}) outage probability depends on both fading and location, it is important to realize that these mechanisms operate over time scales that are significantly different. Whereas the fading may change from one
transmission to the next, the location of the active interferers will generally remain constant over the course of many transmissions. In Chap. 2 both assumptions are relaxed by using an approach which breaks the analysis into discrete steps that consider the fading and the random topology separately for a finite network. Using the aforementioned analytical framework, Chap. 2 continues by quantifying the effect of the spatial interference correlation in finite networks. In order to prove the wide applicability of the framework introduced in Chap. 2 Chap. 3 applies it to model and analyze the performance of direct-sequence code division multiplex-access (DS-CDMA) cellular uplinks. The model and the analysis, as will be more evident later, are very general and can handle a very large variety of MAC protocols and resource allocation policies.

Chap. 4 extends the analysis introduced in Chap. 2 in order to account for the case when the receiving device performs diversity combining. In this case, the analysis is applied to two cases of study: DS-CDMA downlink multi-cell cooperation (MCC) and an Long Term Evolution (LTE) transmission mode, called multicast-broadcast single-frequency network (MBSFN), which will be introduced in detail in this chapter. In both cases, an accurate model is build and a performance analysis is performed with the aim to emphasizing how cooperative communications should be used in these networks to maximize their benefits.

Chap. 5 focuses on the Cloud-RAN architecture [30]. While most of the recent research on Cloud-RAN has focused on the RAN functional split, the applicability of joint processing (e.g. [32]), system performance and implementation options (e.g. [31,36]), and fronthaul requirements (e.g. [37]), this chapter provides a better understanding of the interplay between available computing resources and the required communications performance. In particular, Chap. 5 builds an analytical framework to estimate the required data processing resources under a given performance constraint, which allows to highlights the tradeoff between the throughput and the computational complexity that characterizes these type of networks, that is investigated in more details in Chap. 6. Chap. 6 provides insights on how the communications performance are effected by the computational resources available. Furthermore, it provides how to optimally allocate the user rate under the assumption of limited computational resources in a centralized cloud platform and presents three computationally aware schedulers.
Chap. 7 focuses then on FH systems in general, and in particular, considers ad hoc networks that use a non-coherent continuous-phase frequency-shift keying (CPFSK) modulation. This modulation format depends on the modulation index, the number of frequency channels in which the overall bandwidth is divided and the fractional in-band power, which is the fraction of the signal power that lies within the band of each frequency channel. These parameters are often chosen arbitrarily. However, in this chapter it is shown under two different rate-allocation policies that optimally selecting them together with the rate, it is possible to achieve a significant improvement in the performance of the system.

Chap. 8 introduces a new methodology to model and analyze the performance of multi-hop routing protocols in ad hoc networks which builds on the analytical framework introduced in Chap. 2. This chapter accounts for the effect of the interference and their spatial correlation and evaluates the performance of two representative geographic routing protocols in order to gain perspective about their advantages and disadvantages.

Chap. 9 introduces an efficient method to stochastically model and study the performance of cooperative multi-hop networks when accounting for CCI originated by multiple packets that simultaneously propagate along the network. The dynamics of how a cooperative protocol evolves over time is described through an absorbing Markov chain, which uses the analysis developed in Chap. 4 to evaluate the transmission probability of each relay. This methodology differs from the ones existing in the literature, since the end-to-end probability of success of a cooperative network is not evaluated by starting from a single set of channel realizations (as it is usually done) and then averaging over them, but through the channel outage framework developed along this dissertation. As already stated, this framework provides the channel outage probability already averaged over the fading and in this context it drastically reduces the computational effort to model and analyze a cooperative multi-hop network. As an example of its applicability, this framework is used in this chapter to analyze the performance of a Barrage relay network (BRN) and perform an optimization of such a system over a set of parameters, which includes the code rate, and the number of relays used.

Finally, this dissertation concludes in Chap. 10 which provides some suggestions for future work.
Chapter 2

Channel Outage Analysis in Wireless Networks

Outage probability is a useful and popular metric for characterizing the performance of wireless networks. Its average over the locations of the interferers, which is called the spatial average, is able to capture in a single quantity the dynamics of both the channel (e.g., fading and shadowing) and the random locations of the sources of interference. After introducing the network model, this chapter describes a new analytical framework for computing the spatially averaged outage probability of a network with interferers located according to a point process and signals subject to fading. The analysis begins by fixing the network geometry, and the outage probability in the presence of fading is computed conditioned on the network geometry, which describes the location of the interferers and the shadowing of the interfering signals. The spatially averaged outage probability is then obtained by averaging the conditional outage probability with respect to the network geometry for several different distributions for the interferer locations.

While a significant amount of research has been devoted to modeling and quantifying the effect of interference in wireless networks, only recently there has been some work that focuses on the analysis and quantification of spatial interference correlation. Interference correlation arises because a common set of potential interferers are observed through similarly attenuated channels, even if the fading is uncorrelated in space and time, and it produces a significant diversity loss. Using the aforementioned analytical framework, the
chapter proceeds by analytically characterizing this effect, and semi-closed form expressions are derived for some special cases. The last part of the chapter presents numerical results to highlight the correctness of the analysis and draw some conclusions.

2.1 Network Model

Consider a network comprising $M + 2$ devices that include a reference receiver $Y_j$, a source or reference transmitter $X_0$, and $M$ interfering devices $X_1,\ldots,X_M$. The interferers are located within an arbitrary region $\mathcal{A}$, which has area $|\mathcal{A}|$. The number of interferers within $\mathcal{A}$ could be fixed (as in a BPP) or random (as in a PPP). Let $r_{i,j}$ denote the distance from $X_i$ and the receiver $Y_j$, and let $\mathbf{r} = \{r_{1,j},\ldots,r_{M,j}\}$ represent the set of distances to the interferers, which corresponds to a specific network topology.

While the interfering devices can be located in any arbitrary region, it is assumed they are located within the arbitrary region $\mathcal{A}$, but outside a circular region with radius $r_{in}$, which is centered at the receiver. A nonzero $r_{in}$ may be used to model an exclusion or guard zone [45, 46]. As mentioned in the previous chapter, an exclusion zone is a region where no other transmitter is allowed to be located. On the other hand, another transmitter might be within a guard zone, but this transmitter is suppressed by the MAC protocol. A guard zone can be realized by having the receiver send a short clear-to-send (CTS) packet in response to a request-to-send (RTS) packet sent by the transmitter. Under a carrier sense multiple access (CSMA) protocol, devices within distance $r_{in}$ from the receiver that overhear the CTS will suppress their transmissions.

Device $X_i$ transmits a signal whose average received power in the absence of fading and shadowing is $P_i$ at a reference distance $d_0$. At the reference receiver, $X_i$’s power is

$$\rho_{i,j} = P_i g_{i,j} 10^{\xi_{i,j}/10} f(r)$$

(2.1)

where $g_{i,j}$ is the power gain due to fading, $\xi_{i,j}$ is a shadowing coefficient, and $f(r)$ is a path loss function. Each $g_{i,j} = a_{i,j}^2$, where $a_{i,j}$ has a Nakagami distribution with parameter $m_{i,j}$, and $E[g_{i,j}] = 1$. In Rayleigh fading, $m_{i,j} = 1$ and $g_{i,j}$ is exponential. In the presence of log-normal shadowing, the $\{\xi_{i,j}\}$ are independent and identically distributed zero-mean
Gaussian with standard deviation $\sigma_s$ dB. In the absence of shadowing, $\xi_{i,j} = 0$. For $r \geq d_0$, the path loss function is expressed as the attenuation power law

$$f(r) = \left(\frac{r}{d_0}\right)^{-\alpha}$$  \hspace{1cm} (2.2)

where $\alpha > 2$ is the attenuation power-law exponent, and $d_0$ is sufficiently large that the signals are in the far field.

The instantaneous $\text{SINR}$ at the reference receiver $Y_j$ is

$$\gamma_j = \frac{\rho_{0,j}}{\mathcal{N} + \sum_{i=1}^{M} I_i \rho_{i,j}}$$  \hspace{1cm} (2.3)

where $\mathcal{N}$ is the noise power and $I_i$ is a Bernoulli variable with $\mathbb{P}[I_i = 1] = p_i$, where the activity probability $p_i$ can be used to model voice-activity factors or controlled silence.

Substituting (2.1) and (2.2) into (2.3), the $\text{SINR}$ is

$$\gamma_j = \frac{g_{0,j} \Omega_{0,j}}{\text{SNR}^{-1} + \sum_{i=1}^{M} I_i g_{i,j} \Omega_{i,j}}$$  \hspace{1cm} (2.4)

where $\text{SNR} = d_0^\alpha P_0/\mathcal{N}$ is the signal-to-noise ratio (SNR) when the transmitter is at unit distance and fading and shadowing are absent, and

$$\Omega_{i,j} = \begin{cases} 10^{\xi_{0,j}/10} r_{0,j}^{-\alpha} & i = 0 \\ \frac{P_i}{P_0} 10^{\xi_{i,j}/10} r_{i,j}^{-\alpha} & i \geq 1 \end{cases}$$  \hspace{1cm} (2.5)

is the normalized received power due to $X_i$.

## 2.2 Conditional Outage Probability

Let $\beta$ denote the minimum $\text{SINR}$ required for reliable reception and $\Omega = \{\Omega_{0,j}, \ldots, \Omega_{M,j}\}$ represent the set of normalized received powers. An outage occurs when the $\text{SINR}$ falls below $\beta$. When conditioned on $\Omega$, the outage probability is

$$\epsilon_j(\Omega) = \mathbb{P}[\gamma_j \leq \beta | \Omega].$$  \hspace{1cm} (2.6)
Because it is conditioned on $\Omega$, the outage probability depends on the locations of the devices and the shadowing factors, which have dynamics over timescales that are much slower than the fading.

Defining a variable

$$Z_j = S_j - \sum_{i=1}^{M} Y_{i,j}$$

where $S_j = \beta^{-1}g_{0,j}\Omega_{0,j}$ and $Y_{i,j} = I_i g_{i,j}\Omega_{i,j}$, the outage probability, conditioned on $\Omega$, may be expressed as

$$\epsilon_j(\Omega) = \mathbb{P}[Z_j \leq \text{SNR}^{-1}|\Omega] = F_{Z_j}(\text{SNR}^{-1}|\Omega)$$

which is the CDF of $Z_j$ conditioned on $\Omega$ and evaluated at $\text{SNR}^{-1}$.

**Theorem 2.2.1** The conditional outage probability is

$$\epsilon_j(\Omega) = 1 - \exp\left(-\frac{\beta m_{0,j} \Omega_{0,j}}{\text{SNR}}\right) \sum_{\mu=0}^{m_{0,j}-1} \left(\frac{\beta m_{0,j} \Omega_{0,j}}{\text{SNR}}\right)^\mu \sum_{\ell=0}^{\mu} \frac{\text{SNR}^\ell}{(\mu - \ell)!} \sum_{\sum_{i=1}^{M} \ell_i = \ell} \left[ (1 - p_i) \delta_\ell + \frac{p_i \Gamma(\ell_i + m_{i,j})}{\ell_i! \Gamma(m_{i,j})} \left(\frac{\Omega_{i,j}}{m_{i,j}}\right)^{\ell_i} \left(\frac{\beta m_{0,j} \Omega_{i,j}}{m_{i,j} \Omega_{0,j}} + 1\right)^{-m_{i,j} + \ell_i} \right].$$

**Proof:** The details of the derivation are given in Appendix A.

When all transmissions are subject to Rayleigh fading, the $\{g_{i,j}\}$ are i.i.d. unit-mean exponential random variables, and by simply substituting $m_{0,j} = m_{i,j} = 1$ (2.9), the outage probability conditioned on $\Omega$ is

$$\epsilon_j(\Omega) = 1 - \exp\left(-\frac{\beta \Omega_{0,j}}{\text{SNR}}\right) \prod_{i=1}^{M} \left(\frac{\Omega_{0,j} + \beta (1 - p_i) \Omega_{i,j}}{\Omega_{0,j} + \beta \Omega_{i,j}}\right).$$

(2.10)

The above expression is obtained in [47] working iteratively. Alternatively, when the distances are normalized such that the reference transmitter is at unit distance from the receiver, shadowing is neglected and under the assumption that $p_i = p$ and $P_i = P_0$ for all $i \in \{1, ..., M\}$, (2.10) can be found from [20] by substituting that reference’s (2.3) into its (1.4).
2.3 Spatially Averaged Outage Probability

The spatially averaged outage probability is found by taking the expectation of $\epsilon(\Omega)$ with respect to the network geometry and shadowing factors. Let $\epsilon_j[M]$ denote the spatially averaged outage probability of a network with a fixed number of interferers, which is found by taking the expectation of $\epsilon_j(\Omega)$ with respect to $\Omega$ under the condition that there are $M$ interferers; i.e.,

$$\epsilon_j[M] = \mathbb{E}_\Omega [\epsilon_j(\Omega)|M] = \int \epsilon_j(\Omega) f_\Omega(\Omega|M) \, d\Omega$$  \hspace{1cm} (2.11)

where $f_\Omega(\Omega|M)$ is the PDF of $\Omega$ when there are $M$ interferers.

When the number of interferers is random, then the overall spatially averaged outage probability, which we denote $\epsilon_j$, can be found by taking the expectation of $\epsilon_j[M]$ with respect to the number of interferers in the region. In particular,

$$\epsilon_j = \mathbb{E}_M [\epsilon_j[M]] = \sum_{m=0}^{\infty} p_M[m] \epsilon_j[m]$$  \hspace{1cm} (2.12)

where $p_M[m]$ is the probability mass function (PMF) of $M$.

2.3.1 Binomial Point Processes

Assume that the $M$ interferers are independently and uniformly distributed (i.u.d.) over $\mathcal{A}$. Thus, the interferers are drawn from a BPP of intensity $\lambda = M/|\mathcal{A}|$. Because the $\{\Omega_{i,j}\}$ are independent,

$$f_\Omega(\Omega|M) = \prod_{i=1}^{M} f_{\Omega_i}(\Omega_{i,j})$$  \hspace{1cm} (2.13)

where $f_{\Omega_i}(\Omega_{i,j})$ is the PDF of $\Omega_{i,j}$.

Substituting (2.9) and (2.13) into (2.11) and using the fact that the $\{\Omega_{i,j}\}$ are identically distributed, the spatially averaged outage probability can be found as follows

$$\epsilon_j[M] = 1 - \exp \left( - \frac{\beta m_{0,j}}{\Omega_{0,j} \text{SNR}} \right) \sum_{\mu=0}^{m_{0,j}-1} \left( \frac{\beta m_{0,j}}{\Omega_{0,j} \text{SNR}} \right)^\mu \sum_{t=0}^{\mu} \frac{\text{SNR}^t}{(\mu-t)!} \sum_{\ell_i \geq 0} \prod_{i=1}^{M} \left[ (1 - p_i) \delta_{\ell_i} + p_i \Gamma(\ell_i + m_{i,j}) \ell_i! \Gamma(m_{i,j}) F(i, \ell_i) \right]$$  \hspace{1cm} (2.14)
where

\[ F (i, \ell_i) = \int \left( \frac{\Omega_{i,j}}{m_{i,j}} \right)^{\ell_i} \left( \frac{\beta m_{0,j} \Omega_{i,j}}{m_{i,j} \Omega_{0,j}} + 1 \right)^{-(m_{i,j}+\ell_i)} f_{\Omega}(\Omega_{i,j}) \, d\Omega_{i,j}. \]  

(2.15)

If an unshadowed scenario is assumed, the normalized received power is equal to \( \Omega_{0,j} = r_{0,j}^{-\alpha} \) for the reference transmitter and \( \Omega_{i,j} = \frac{P_i}{P_0} r_{i,j}^{-\alpha} \) for each of the \( i \)th interferers. Since the only source of randomness in \( \{\Omega_{i,j}\} \) is \( \{r_{i,j}\} \), which is the set of distances between the reference receiver and the interferers, (2.15) can be simplified as follows:

\[ F (i, \ell_i) = \mathcal{P} (i, \ell_i) \int r_{m_{i,j}^\alpha} \left[ H (i, \ell_i) r^{\alpha} + 1 \right]^{-\left(m_{i,j}+\ell_i\right)} f_r(r) \, dr \]  

(2.16)

where \( H (i, \ell_i) = \frac{m_{i,j} \big( P_0 \big)}{\beta m_{0,j} P_{i,j} r_{0,j}^{\alpha}} \), \( \mathcal{P} (i, \ell_i) = H (i, \ell_i)^{m_{i,j}} \), \( f_r(r) \) is the PDF of the identically distributed \( \{r_{i,j}\} \).

**L-sided Regular Polygon Network**

Assume that the reference receiver is located at the origin and that \( A \) is an L-sided regular polygon inscribed in a circle of radius \( r_{\text{out}} \). The polygon is centered at the origin, and a circular exclusion zone of radius \( r_{\text{in}} \) is removed from the center of the polygon to ensure that all interferers are at least distance \( r_{\text{in}} \) away. The area of this region is \( |A| = \frac{1}{2} L r_{\text{out}}^2 \sin \left( \frac{2\pi}{L} \right) - \pi r_{\text{in}}^2 \). Let \( r_c = r_{\text{out}} \sin(\pi(L-2)/(2L)) \) be the distance from the origin to any corner of the polygon. From [48], the identically distributed \( \{r_{i,j}\} \) have the PDF

\[ f_r(r) = \begin{cases} \frac{2\pi r}{|A|} & \text{for } r_{\text{in}} \leq r \leq r_c \\ \frac{2\pi r}{|A|} - \frac{2Lr}{|A|} \arccos \left( \frac{r_c}{r} \right) & \text{for } r_c \leq r \leq r_{\text{out}} \end{cases} \]  

(2.17)

and zero elsewhere.

When (2.17) is substituted into (2.16), the integral is

\[ \int r_{m_{i,j}^\alpha} \left[ H (i, \ell_i) r^{\alpha} + 1 \right]^{-\left(m_{i,j}+\ell_i\right)} f_r(r) \, dr = T_1 (i, \ell_i) - T_2 (i, \ell_i) \]  

(2.18)

where

\[ T_1 (i, \ell_i) = \frac{2\pi}{|A|} \int_{r_{\text{in}}}^{r_{\text{out}}} r^{m_{i,j}+1} \left[ H (i, \ell_i) r^{\alpha} + 1 \right]^{-\left(m_{i,j}+\ell_i\right)} \right|_{r_{\text{in}}}^{r_{\text{out}}} dr \]  

(2.19)

\[ T_2 (i, \ell_i) = \frac{2L}{|A|} \int_{r_c}^{r_{\text{out}}} r^{m_{i,j}+1} \left[ H (i, \ell_i) r^{\alpha} + 1 \right]^{-\left(m_{i,j}+\ell_i\right)} \arccos \left( \frac{r_c}{r} \right) \, dr. \]  

(2.20)
The first integral is

$$T_1 (i, \ell_i) = \frac{2\pi}{|A|} \left[ \Psi_1 (i, \ell_i, r_{out}) - \Psi_1 (i, \ell_i, r_{in}) \right] \quad (2.21)$$

where

$$\Psi_k(i, \ell_i, y) = \int_0^y r^{m_{i,j} \alpha + k} \left[ \mathcal{H} (i, \ell_i) r^\alpha + 1 \right]^{-(m_{i,j} + \ell_i)} dr. \quad (2.22)$$

By performing the change of variable \( r = y \nu \frac{1}{\alpha} \),

$$\Psi_k(i, \ell_i, y) = \frac{y^{m_{i,j} \alpha + k + 1}}{\alpha} \int_0^1 \nu^{(m_{i,j} \alpha + k + 1 - \alpha)/\alpha} \left[ \mathcal{H} (i, \ell_i) y^\alpha \nu + 1 \right]^{-(m_{i,j} + \ell_i)} d\nu$$

$$= \left( \frac{y^{m_{i,j} \alpha + k + 1}}{m_{i,j} \alpha + k + 1} \right) {}_2F_1 \left( \frac{m_{i,j} + \ell_i}{\alpha}, \frac{m_{i,j} \alpha + k + 1}{\alpha}; \frac{m_{i,j} \alpha + k + 1}{\alpha} + 1; -\mathcal{H} (i, \ell_i) y^\alpha \right) \quad (2.23)$$

where \( {}_2F_1 \) is the Gauss hypergeometric function,

$$\frac{\Gamma(c)}{\Gamma(b) \Gamma(c - b)} = \frac{\Gamma(c)}{\Gamma(b) \Gamma(c - b)} = b. \quad \text{As the hypergeometric function only converges for } |x| < 1, \text{ it follows that convergence requires } \frac{1}{\mathcal{H}_i} > y, \text{ which is satisfied by the following set of sufficient conditions: (1) } \beta > 1 \text{ (or 0 dB), which is true for most modulation/coding schemes of interest; (2) } P_i \leq P_0, \text{ which is always true under all power control policies; (3) } y \leq 1, \text{ which is true when the network is normalized to } r_{out} = 1; \text{ and (4) } m_{0,j} \geq m_{i,j}, \text{ which is true when the reference transmitter is more line-of-sight (LOS) than the interferers.}$$

Note also that (2.24) does not converge when \( c \) is a non-positive integer. Furthermore, it is important to note that while the hypergeometric function is itself an integral, it is widely known and is implemented as a single function call in most mathematical programming languages, including Matlab.

The above analysis agrees with [49], which does not include an exclusion zone \( (r_{in} = 0) \), and uses numerical integration to evaluate (2.20). Alternatively, the second integral can be found by substituting the Taylor series expansion of arccos given by [50]

$$\text{arccos} (x) = \frac{\pi}{2} - \sum_{n=0}^{\infty} \frac{(2n)! x^{2n+1}}{4^n (n!)^2 (2n + 1)} \quad (2.25)$$

into (2.20), resulting in

$$T_2 (i, \ell_i) = \frac{2L}{|A|} \left[ \mathcal{K} (i, \ell_i, r_{out}) - \mathcal{K} (i, \ell_i, r_c) \right] \quad (2.26)$$
where
\[
K (i, \ell_i, y) = \frac{\pi}{2} \Psi_1 (i, \ell_i, y) - \sum_{n=0}^{\infty} \frac{(2n)!r^{2n+1}_c}{4^n (n!)^2 (2n + 1)} \Psi_{-2n} (i, \ell_i, y). \tag{2.27}
\]

By substituting (2.18) into (2.16) with \(T_1 (i, \ell_i)\) given by (2.21) and \(T_2 (i, \ell_i)\) given by (2.26), it yields
\[
F (i, \ell_i) = \frac{2P (i, \ell_i)}{|A|} [\pi \Psi_1 (i, \ell_i, r_{\text{out}}) + LK (i, \ell_i, r_c) - \pi \Psi_1 (i, \ell_i, r_{\text{in}}) - LK (i, \ell_i, r_{\text{out}})]. \tag{2.28}
\]

Finally by substituting (2.28) into (2.14) it is possible to obtain a closed form expression for the spatially averaged outage probability.

If all transmissions are subject to Rayleigh fading \((m_{0,j} = m_{i,j} = 1)\), and under the assumption that \(p_i = p\) and \(P_i = P_0\) for all \(i \in \{1, \ldots, M\}\), the spatially averaged outage probability is \([51]\)
\[
\epsilon [M] = 1 - \exp \left( -\frac{\beta r_{0,j}^\alpha}{\text{SNR}} \right) \left[ 1 + \frac{p}{|A|} \Theta (r_{\text{in}}, r_c, r_{\text{out}}) \right]^M \tag{2.29}
\]
where
\[
\Theta (x, y, z) = \pi [\Phi (z) - \Phi (x)] - \frac{2L}{\beta r_{0,j}^\alpha} [K (z) - K (y)] - C (z) \tag{2.30}
\]
\[
\Phi (x) = \frac{2L}{\beta r_{0,j}^\alpha} \Psi_1 (x) - x^2 \tag{2.31}
\]
\[
C (x) = x^2 \left[ \frac{1}{2} L \sin \left( \frac{2\pi}{L} \right) - \pi \right] \tag{2.32}
\]
\[
\Psi_h (x) = \Psi_h (i, \ell_i, x) \tag{2.33}
\]
\[
K (x) = K (i, \ell_i, x). \tag{2.34}
\]

**Annular Network**

Assume that the reference receiver is located at the origin and that the interferers are in an annular region with inner radius \(r_{\text{in}}\) and outer radius \(r_{\text{out}}\). Clearly, this shape is the limiting case of the polygon as \(L \to \infty\). In this case, \(r_c \to r_{\text{out}}\), and substituting (2.28) into
\[ \epsilon_j[M] = 1 - \exp \left( -\frac{\beta m_{0,j}}{\Omega_{0,j} \text{SNR}} \right) \sum_{\mu=0}^{m_{0,j}-1} \left( \frac{\beta m_{0,j}}{\Omega_{0,j} \text{SNR}} \right)^\mu \sum_{t=0}^{\mu} \frac{\text{SNR}^t}{(\mu - t)!} \sum_{\ell_i \geq 0}^{\ell_i \geq 0} \prod_{i=1}^{M} \left( 1 - p_i \right) \delta_{\ell_i} + \frac{2 \pi p_i \Gamma(\ell_i + m_{i,j}) P(i, \ell_i)}{\ell_i! \Gamma(m_{i,j}) |A|} \left[ \Psi_1(i, \ell_i, r_{out}) - \Psi_1(i, \ell_i, r_{in}) \right] \right) \] (2.35)

where \(|A| = \pi (r_{out}^2 - r_{in}^2)|.

If all transmissions are subject to Rayleigh fading and under the assumption that \(p_i = p \) and \( P_i = P_0 \) for all \( i \in \{1, \ldots, M\} \), since \( r_c \to r_{out} \) and \( C(r_{out}) \to 0 \), (2.29) becomes

\[ \epsilon_j[M] = 1 - e^{-\beta r_{out}^2/\text{SNR}} \left( 1 + \frac{p_\tau}{|A|} \right) \left[ \Phi(r_{out}) - \Phi(r_{in}) \right] . \] (2.36)

To compute the spatially averaged outage probability in the presence of shadowing, the PDFs \( f_{\Omega_{0,j}}(\omega_{0,j}), \ldots, f_{\Omega_{M,j}}(\omega_{M,j}) \) used in (2.14) need to be derived to account for the shadowing distribution. First consider the normalized power of the desired signal from the reference transmitter \( X_0 \). Because the distance \( r_{0,j} \) between the reference transmitter and receiver is deterministic, \( \Omega_{0,j} = 10^{\log_{10} r_{0,j}^{-\alpha}} \) is a log-normal variable with PDF

\[ f_{\Omega_{0,j}}(\omega) = \frac{10 (2\pi \sigma_s^2)^{-\frac{1}{2}}}{\ln(10) \omega} \exp \left\{ - \frac{10^2 \log_{10} (r_{0,j}^2)}{2 \sigma_s^2} \right\} \] (2.37)

for \( 0 \leq \omega \leq \infty \), and zero elsewhere.

For \( i \geq 1 \), corresponding to the devices drawn from the BPP, the PDF is

\[ f_{\Omega_{i,j}}(\omega) = \omega^{-\frac{2+\alpha}{\alpha}} \left[ \zeta(c_i \omega r_{out}^{\alpha}) - \zeta(c_i \omega r_{in}^{\alpha}) \right] \frac{\alpha c_i^{-2/\alpha}}{\alpha c_i^{-2/\alpha} (r_{out}^2 - r_{in}^2)} \] (2.38)

for \( 0 \leq \omega \leq \infty \), and zero elsewhere, where \( c_i = (P_0/P_i) \) and

\[ \zeta(z) = \text{erf} \left( \frac{\sigma_s^2 \ln^2(10) - 50 \alpha \ln(z)}{5 \sqrt{20 \alpha \sigma_s \ln(10)}} \right) e^{-\frac{\sigma_s^2 \ln^2(10)}{5 \sqrt{20 \alpha \sigma_s \ln(10)}}}. \] (2.39)

By substituting (2.9) and (2.13) into (2.11), using (2.37) and (2.38) and after few algebraic manipulations, the spatially averaged outage probability is found to be

\[ \epsilon_j[M] = 1 - \sum_{s=0}^{m_{0,j}-1} \sum_{t=0}^{s} \frac{\text{SNR}^t}{(s - t)!} \sum_{\ell_i \geq 0}^{\ell_i \geq 0} \prod_{i=1}^{M} \left[ (1 - p_i) \delta_{\ell_i} + \int_0^\infty \kappa \left( \omega, \frac{\beta m_{0,j}}{y} \right) \varphi(\omega) d\omega \right] f_{\Omega_{0,j}}(y) dy \] (2.40)
where

\[ \varphi(\omega) = \zeta(c_i \omega r_{out}^\alpha) - \zeta(c_i \omega r_{in}^\alpha) \]  \hspace{1cm} (2.41)  

\[ \kappa(x,t) = p_i \Gamma(\ell_i + m_{i,j}) x^{-\left(\frac{2+p_i}{\alpha} \right)} \left(\frac{x}{m_{i,j}}\right)^{\ell_i}. \]  \hspace{1cm} (2.42)  

In order to compute the outage probability, the integral inside the product in (2.40) can be evaluated numerically by Simpson’s method, which provides a good tradeoff between accuracy and speed, while the second integral can be evaluated through Monte Carlo integration.

**Arbitrary Area**

Assume that the reference receiver is located at the origin and that the interferers are in an arbitrarily shaped area. In this case, the integral in (2.16) cannot generally be evaluated in closed form for an unshadowed scenario and the analysis doesn’t reduce to closed form expression for a shadowed scenario as well. However, for the unshadowed scenario the integral in (2.16) is just a one-dimensional integral and as such, it can easily be evaluated numerically for each term of the multinomial summation in (2.14).

In Rayleigh fading, for an unshadowed scenario and under the assumption that \( p_i = p \) and \( P_i = P_0 \) for all \( i \in \{1, ..., M\} \), the spatially averaged outage probability can be found by substituting (2.10) and (2.13) into (2.11) and using the fact that the \( \{r_{i,j}\} \) are identically distributed:

\[ \epsilon_j[M] = 1 - \exp\left( -\frac{\beta r_{0,j}^\alpha}{\text{SNR}} \right) \left[ 1 - p + p \int f_r(r) \frac{r^\alpha}{\beta r_{0,j}^\alpha + r^\alpha} dr \right]^M. \]  \hspace{1cm} (2.43)  

It follows that in this case computing the outage probability for a BPP boils down to evaluating a single one-dimensional integral.

In particular, the integral can be expressed as

\[ \int f_r(r) \frac{r^\alpha}{\beta r_{0,j}^\alpha + r^\alpha} dr = \mathbb{E}_r \left[ \frac{r^\alpha}{\beta r_{0,j}^\alpha + r^\alpha} \right]. \]  \hspace{1cm} (2.44)  

The right side of (2.44) suggests a simple numerical approach to solving the integral: Draw a large number of points \( \{r_{i,j}\} \) distributed according to \( f_r(r) \), and for each one of the points
evaluate the function \( g(r) = (1 + \beta r_0^\alpha r^{-\alpha})^{-1} \). The integral is then well approximated by the average of the \( \{g(r_{i,j})\} \). This is an alternative to \[49\], which requires \( f_r(r) \) to be determined and substituted into the integral before it is numerically integrated. When the process is homogeneous, the \( \{r_{i,j}\} \) can be selected by placing the shape inside a box, randomly selecting a point with uniform probability in the box and if the point falls within the shape, including it in the set of \( \{r_{i,j}\} \), then repeating the process until \( \{r_{i,j}\} \) is sufficiently large. This approach is a Monte Carlo simulation, but it is a simple simulation of the location of a single interferer. Importantly, it is not a simulation that requires the fading coefficients to be realized, and it does not require all \( M \) interferers to be placed. Alternatively, the \( \{r_{i,j}\} \) could be selected by overlaying the shape with a fine grid of equally spaced points.

\[2.3.2\] Poisson Point Processes

Suppose that the interferers are drawn from a \( \text{PPP} \) with intensity \( \lambda \) on the plane \( \mathbb{R}^2 \). Let \( \epsilon_j(\mathcal{A}) \) denote the outage probability considering only those interferers located within region \( \mathcal{A} \). The number of interferers \( M \) within region \( \mathcal{A} \) is Poisson with mean \( \mathbb{E}[M] = \lambda |\mathcal{A}| \). It follows that the PMF of the number of interferers within \( \mathcal{A} \) is given by \[21\]

\[
p_M[m] = \frac{(\lambda |\mathcal{A}|)^m}{m!} \exp(-\lambda |\mathcal{A}|), \quad \text{for } m \geq 0.
\] (2.45)

The outage probability can then be found for any arbitrary \( \mathcal{A} \) and for both a shadowed and an unshadowed scenario by substituting \[2.45\] and the appropriate \( \epsilon_j[m] \) into \[2.12\]. For the general case that \( m_{0,j} \) may be any positive integer, the computation of \[2.12\] requires the summation to be truncated. However, in the specific case of Rayleigh fading \( (m_{i,j} = 1 \text{ for all } i) \) and no shadowing, and under the assumption that the reference receiver is located at the center of the network, the summation may be found in closed form.

\text{L-sided Regular Polygon Network}

Assuming Rayleigh fading and that both \( P_i = P_0 \) and \( p_i = p \) are common for all \( i \), substituting \[2.45\] and \[2.29\] into \[2.12\] gives

\[
\epsilon_j(\mathcal{A}) = 1 - \exp\left(-\lambda |\mathcal{A}| - \frac{\beta r_0^\alpha}{\text{SNR}} \right) \sum_{m=0}^{\infty} \frac{1}{m!} \left[\lambda |\mathcal{A}| + \lambda p \Theta(r_{\text{in}}, r_c, r_{\text{out}}) \right]^m.
\] (2.46)
By using the power-series representation of the exponential function given by

\[ \sum_{m=0}^{\infty} \frac{a^m}{m!} (1 - c \cdot b^m) = e^a - e^{a \cdot b} \] (2.47)

into (2.46), the spatially averaged outage probability is found to be

\[ \epsilon_j(\mathcal{A}) = 1 - \exp \left\{ -\frac{\beta r_0^\alpha}{\text{SNR}} + \lambda p \Theta(r_{\text{in}}, r_c, r_{\text{out}}) \right\} . \] (2.48)

**Annular Network**

If \( \mathcal{A} \) is a disk of radius \( r_{\text{out}} \), the outage probability can be found from (2.48) with \( r_c = r_{\text{out}} \).

\[ \epsilon_j(\mathcal{A}) = 1 - \exp \left\{ -\frac{\beta r_0^\alpha}{\text{SNR}} + \pi \lambda p \left[ \Phi(r_{\text{out}}) - \Phi(r_{\text{in}}) \right] \right\} . \] (2.49)

**Theorem 2.3.1** When \( \mathcal{A} \) includes the interferers on the entire plane \( \mathbb{R}^2 \), the outage probability is

\[ \epsilon_j = 1 - \exp \left\{ -\frac{\beta r_0^2}{\text{SNR}} - \frac{2\pi^2 \lambda p}{\alpha} \beta^2 r_0^2 \csc \left( \frac{2\pi}{\alpha} \right) \right\} . \] (2.50)

**Proof:** The details of the derivation are given in Appendix B using both probability theory, and tools from stochastic geometry [21].

In the absence of noise (\( \text{SNR} = \infty \)), (2.50) coincides with equation (3.4) of [14] and equation (61) of [52]. The utility of (2.49) is that it generalizes those earlier two equations, as it permits a non-zero exclusion zone, a finite network area, and a finite \( \text{SNR} \).

**Arbitrary Area**

Assume that the interferers are in an arbitrarily shaped area. Similar to the case when the interferers are distributed according to a BPP, generally the spatially averaged outage probability cannot be evaluated in closed form, but it can be numerically evaluated.

In Rayleigh fading, when the distances are normalized such that the reference transmitter is at unit distance from the receiver and under the assumption that \( p_i = p \) and \( P_i = P_0 \) for all \( i \in \{1, \ldots, M\} \), the spatially averaged outage probability can be found by substituting
(2.44) and (2.45) into (2.12) and using the power-series representation of the exponential function:

$$\epsilon_j = 1 - \exp \left\{ \frac{\beta \gamma_{0,j}}{\text{SNR}} - pM + pM \int_{r} f_r(r) \frac{r^\alpha}{\beta \gamma_{0,j} + r^\alpha} dr \right\}. \quad (2.51)$$

It follows that in this case computing the outage probability for a PPP reduces to evaluating a single one-dimensional integral, which can be solved either numerically or by a simple Monte Carlo simulation as described in Sec. 2.3.1.

### 2.4 Spatial Interference Correlation

The spatial interference correlation describes how the outages at two different points in space are correlated. Interference correlation arises because a common set of potential interferers are observed through similarly attenuated channels, even if the fading is decorrelated in space and time. The spatial interference correlation can be used to analyze and design multi-hop networks, and compression transmission strategies when cooperation is employed.

The spatial interference correlation is quantified by evaluating the correlation coefficient of the outage probability at two different receivers ($Y_1$ and $Y_2$), which is

$$\rho \left[ \epsilon_1 (\Omega), \epsilon_2 (\Omega) \right] = \frac{E_{M,\Omega} [\epsilon_1 (\Omega) \epsilon_2 (\Omega)] - E_{M,\Omega}^2 [\epsilon_1 (\Omega)]}{E_{M,\Omega} [\epsilon_2^2 (\Omega)] - E_{M,\Omega}^2 [\epsilon_1 (\Omega)]} \quad (2.52)$$

where $E_{M,\Omega} [\cdot]$ is the expectation operator, evaluated over the number of interferers and their normalized powers, and either $j = 1$ or $j = 2$ could be used as the two receivers are stochastically equivalent (they experience the same average outage probability).

Similar to the analytical framework described in Sec. 2.2 and Sec. 2.3, the expectations in (2.52) can be first evaluated over the spatial distribution of the interferers, and then over their number. Specifically, the spatially averaged first moment of the outage probability over $\Omega$ conditioned over the number of interferers $M$ can be evaluated by (2.11). The spatially averaged second moment of the outage probability over $\Omega$ conditioned over the number of interferers $M$ is

$$E_{\Omega} [\epsilon_j^2 (\Omega) | M] = \int \epsilon_j^2 (\Omega) f_\Omega (\Omega | M) d\Omega. \quad (2.53)$$
The spatially averaged first joint moment of the outage probability over $\Omega$ conditioned over the number of interferers $M$ is

$$E_{\Omega} [\epsilon_1 (\Omega) \epsilon_2 (\Omega) | M] = \int \epsilon_1 [\Omega] \epsilon_2 [\Omega] f_{\Omega} (\Omega) \, d\Omega. \quad (2.54)$$

When the number of interferers is random, the overall spatially averaged first, second and first joint moment of the outage probability can be obtained by averaging with respect to $M$. In particular, it is possible to use the following equality

$$E_{M,\Omega} [\epsilon_i^x (\Omega) \epsilon_j^y (\Omega)] = \sum_{m=0}^{\infty} p_M[m] E_{\Omega} [\epsilon_i^x (\Omega) \epsilon_j^y (\Omega) | m]. \quad (2.55)$$

### 2.4.1 Special Cases

Assume the reference transmitter is located at the center of a circular network of radius $r_{\text{out}}$. Assume the receiver $Y_1$ and $Y_2$ are located on a circle of radius $r_0$ within the network ($r_{0,1} = r_{0,2} = r_0$) and the vectors connecting their locations to the origin form an angle $\theta$, as depicted in Fig. 2.1. For simplicity of exposition, assume a Rayleigh-faded channel (for
Nakagami fading, a similar derivation can be performed), an unshadowed scenario. As in the previous sections, assume $P_i = P_0$ and $p_i = p_0$ for all $i$.

**Binomial Point Process**

Assume that the $M$ interferers are independently and uniformly distributed (i.u.d.) over $A$. Thus, the interferers are drawn from a Binomial Point Process (BPP) of intensity $\lambda = M/|A|$.

**Theorem 2.4.1** The spatially averaged first moment of the outage probability is

$$E_{\Omega} [\epsilon_j (\Omega) | M] = 1 - \exp \left( \frac{\beta r_0^\alpha}{\text{SNR}} \right) \left\{ 1 - p + \frac{2p}{|A|} \left[ \frac{\pi}{\beta r_0^\alpha} \Psi_1 (r_{\text{out}} - r_0) + Z_1 (r_{\text{out}}, r_0) \right] \right\}^M$$

where the function $Z_i (r_{\text{out}}, r_0)$ is given by (C.3).

**Proof:** The details of the derivation are given in Appendix C.

**Theorem 2.4.2** The spatially averaged second moment of the outage probability is

$$E_{\Omega} [\epsilon_j^2 (\Omega) | M] = 2E_{\Omega} [\epsilon_j (\Omega) | M] - 1 + \exp \left( -\frac{2\beta r_0^\alpha}{\text{SNR}} \right) S^M (r_{\text{out}}, r_0)$$

where the function $S (r_{\text{out}}, r_0)$ is given by (C.6).

**Proof:** The details of the derivation are given in Appendix C.

**Theorem 2.4.3** The spatially averaged joint first moment of the outage probability is

$$E_{\Omega} [\epsilon_1 (\Omega) \epsilon_2 (\Omega) | M] = 2E_{\Omega} [\epsilon_j (\Omega) | M] - 1 + \exp \left( -\frac{2\beta r_0^\alpha}{\text{SNR}} \right) W^M (r_{\text{out}}, r_0, \theta)$$

where the function $W (r_{\text{out}}, r_0, \theta)$ is given by (C.11).

**Proof:** The details of the derivation are given in Appendix C.

Finally, by substituting (2.56), (2.57) and (2.58) in (2.52), the correlation coefficient can be evaluated.

**Poisson Point Process**

Suppose that the interferers are drawn from a Poisson Point Process (PPP) with intensity $\lambda$ within an circular region of radius $r_{\text{out}}$. Set $x = 0$ and $y = 1$ in (2.55), and substitute (2.45), and (2.56) within
it. By applying the power-series representation of the exponential function, the spatially averaged first moment of the outage probability is

\[ E_{M,\Omega}[\epsilon^1(\Omega)] = 1 - \exp\left\{ \frac{\beta r_0^\alpha}{\text{SNR}} - 2\lambda p \left[ \frac{|A|}{2} - \frac{\pi}{\beta r_0^\alpha} \Psi_1(r_{\text{out}} - r_0) + Z_1(r_{\text{out}}, r_0) \right] \right\}. \tag{2.59} \]

Set \( x = 0 \) and \( y = 2 \) in (2.55), and substitute (2.45) and (2.57) within it. By applying again the power-series representation of the exponential function, the spatially averaged second moment of the outage probability is

\[ E_{M,\Omega}[\epsilon^2(\Omega)] = 2E_{M,\Omega}[\epsilon^1(\Omega)] - 1 + \exp\left\{ -\frac{2\beta r_0^\alpha}{\text{SNR}} - \lambda|A| [1 + S(r_{\text{out}}, r_0)] \right\}. \tag{2.60} \]

Set \( x = 1 \) and \( y = 1 \) in (2.55), and substitute (2.45) and (2.58) within it. By using the power-series representation of the exponential function, the spatially averaged first joint moment of the outage probability is

\[ E_{M,\Omega}[(\epsilon^1(\Omega) \epsilon^2(\Omega))] = 2E_{M,\Omega}[\epsilon^1(\Omega)] - 1 + \exp\left\{ -\frac{2\beta r_0^\alpha}{\text{SNR}} - \lambda|A| [1 + W(r_{\text{out}}, r_0)] \right\}. \tag{2.61} \]

Finally, by substituting (2.59), (2.60) and (2.61) in (2.52), the correlation coefficient can be evaluated.

### 2.5 Numerical Results

In this section, numerical results are provided and, unless otherwise stated, it is assumed that the network consists of a source transmitter placed at unit distance from the receiver (i.e., \( r_{0,j} = 1 \)) and \( M \) interferers placed independently according to a given spatial distribution in an annular region with inner dimension \( r_{\text{in}} = 0.25 \) and outer dimension \( r_{\text{out}} = 4 \). Furthermore, \( \Omega \) is evaluated by assuming a path loss exponent \( \alpha = 3 \), a common transmit power \( P_i = P_0 \), and the absence of shadowing. The activity probability is common for all the transmitters \( p_i = p \), and the SINC threshold is set to \( \beta = 3.7 \) dB.

Fig. 2.2 shows the conditional outage probability \( \epsilon(\Omega) \) when the common activity probability is \( p = 1/200 \) and fifty interferers are independently placed according to a BPP in an annular region as shown in the inset as function of SNR for three cases: 1) all channels are Rayleigh faded; 2) Nakagami fading with all channels \( m_{i,j} = 4 \), which represents the
Figure 2.2: Conditional outage probability $\epsilon_j(\Omega)$ as a function of SNR. Analytical curves are solid while dots represent simulated values. Top curve: all channels Rayleigh. Middle curve: all channels $m_{i,j} = 4$. Bottom curve: $m_{0,j} = 4$ for the source, and $m_{i,j} = 1$ for the interferers. The network topology is shown in the inset. The receiver is represented by the star at the center of the radius-4 circle, the desired transmitter is the big red dot, while the 50 interferers are shown as blue dots.

The spatially averaged outage probability for a BPP is shown as a function of $M$ for two values of $p$ in Fig. 2.3. A mixed-fading model is assumed, i.e. $m_{0,j} = 4$ and $m_{i,j} = 1$ for $i \geq 1$, and SNR = 10 dB is fixed. For each value of $p$, three curves are shown, one without shadowing and two with shadowing. To model log-normal shadowing, each $\xi_{i,j}$ is drawn from a zero-mean Gaussian distribution with standard deviation $\sigma_s$ that varies among the set $\sigma_s = \{4, 8\}$ dB. From Fig. 2.3 it is observed that the outage probability degrades...
with increasing $M$ and decreasing $p$, and that shadowing increases the average $\epsilon(M)$ with increasing $\sigma_s$ for the given parameters.

Fig. 2.4 shows the spatially averaged outage probabilities in unshadowed Rayleigh fading as a function of $\lambda p$, when the interfering devices are placed according to a PPP with intensity $\lambda$ in a circular region of radius $r_{\text{out}}$ ($r_{\text{in}} = 0$) and SNR = 10 dB. Four network radii are considered: $r_{\text{out}} = \{1, 2, 4, \infty\}$. The outage probabilities of the three networks with finite radius were computed using (2.49), while the outage probability of the infinite network (shown by the dashed curve) was computed using (2.50). In addition, simulation results (shown in this figure by dots) are shown for the three finite networks, which coincide with the theoretical curves. For the simulations, one million trials were executed per $\lambda$ point. Any discrepancy between the theoretical result and the simulation is due to the finite number of trials. Fig. 2.4 exhibits the effect of the finite spatial extent of a network and shows that the outage probability increases with increasing $\lambda p$ and/or increasing $r_{\text{out}}$.

The performances are compared when the reference receiver is at the center of the three different shapes, which are shown in the inset of Fig. 2.5. The shapes are a disk of radius $r_{\text{out}} = 2$, a triangle ($L = 3$ polygon), and an arbitrary shape, which happens to look like a
Figure 2.4: Spatially averaged outage probability with interfering devices placed according to a PPP plotted as a function of the effective spatial density of interfering devices $\lambda p$. Curves are shown for three finite network radii ($r_{\text{out}}=[1,2,4]$) and for the asymptotic case ($r_{\text{out}} \to \infty$). The fading is Rayleigh, and there is no shadowing. Dots indicate the results of Monte Carlo simulation while the curves are computed from the theoretical expressions.

Figure 2.5: Coverage probability $\bar{\epsilon}_j = 1 - \epsilon_j$ as function of the network density $\lambda$. Results are shown for the case that the interferers are drawn from a BPP (solid lines) and from a PPP (dashed lines). From highest to lowest coverage probability, the curves correspond to the arbitrary shape (blue lines), the triangle (red lines), and the circle (green lines).
map of Italy including the islands of Sicily and Sardinia (emphasizing that $\mathcal{A}$ need not be contiguous). In all cases, the shapes are scaled so that they have the same area, $|\mathcal{A}| = 4\pi$, and there is no exclusion zone around the receiver; i.e., $r_{in} = 0$. The spatially averaged outage probability for each network was computed for interferer densities $\lambda \leq 2$, path loss exponent $\alpha = 3.2$, threshold $\beta = 0$ dB, and average $\text{SNR} = 10$ dB. Results are shown for both the BPP and the PPP cases. For the triangle, the series in (2.27) is truncated at the 25th term. For the arbitrary region, the integral in (2.43) and (2.51) is evaluated using a fine grid of 125,640 equally spaced points. The spatially averaged coverage probabilities, defined as $\bar{\epsilon}_j = 1 - \epsilon_j$ are shown in Fig. 2.5. As can be seen, the disk-shaped network has the worst spatially averaged coverage probability, while those that depart from a circle have better performance. The spatially averaged coverage probability of the PPP is better than that of the BPP. The irregularly shaped network has a very high spatially averaged coverage probability, suggesting that the common assumption of a disk shaped network is overly pessimistic for realistic networks with highly irregular shapes.

Finally, the spatially averaged correlation coefficient of the outage probability as a function of the angle $\theta$ formed between two receivers and the reference transmitter is shown in
Fig. 2.6. Results are shown in unshadowed Rayleigh fading for both the BPP and PPP cases and for three values of $\lambda_p$. The network is circular with radius $r_{\text{out}} = 1$, and both receivers are at distance $r_0 = 0.25$ from the reference transmitter located at the center. Fig. 2.6 shows that the outage probability is more correlated in a sparse network. This is because in a sparse network, it is more likely that the same interferer will dominate at both receiver locations. This is in contrast with a dense network, where the dominant interferer at the first receiver location is usually different than the dominant interferer at the other location. This is because in a sparse network, it is more likely that the same interferer will dominate at both receiver locations. This is in contrast with a dense network, where the dominant interferer at the first receiver location is usually different than the dominant interferer at the other location. Furthermore, Fig. 2.6 shows that a PPP experiences a higher correlation than a BPP, which might seem counterintuitive since a PPP adds an additional degree of diversity due to the stochastic nature of the number of interference involved in the transmission. However, even if the values of the outage probability might vary more under a PPP between one snapshot to another, this type of process can lead to snapshots of the network in which the interferers are sparser than those obtained with a BPP, and this scenario as explained above is characterized by a higher correlation.

2.6 Chapter Summary

While the standard way to find the spatially averaged outage probability is to use the LT and PGFL as outlined in [27], it is possible to obtain the same result in a more direct manner. This chapter introduced a new analytical framework for computing the spatially averaged outage probability of a network with interferers located according to a point process and signals subject to fading. The starting point is to find the outage probability conditioned on the network topology and shadowing factors. Next, the number of interferers is fixed and the outage probability is averaged with respect their random positions and eventually shadowing. The result is the outage probability for a BPP. Then, the outage probability for a BPP is marginalized with respect to the number of interferers to get the outage probability for a PPP, which generalizes the case when the network extends over the entire plane. In
fact, by allowing the network to be infinite, the classic result of Baccelli et al. [14, 52] is obtained.

The main benefit of this approach is that it breaks the analysis into discrete steps that consider the fading and the random topology separately, in contrast with lumping them together as done by using tools from stochastic geometry [21]. This is useful, since the two effects have a different timescales, and, in particular, fading changes more rapidly than the locations of the interferers. Another benefit is that this approach provides a way to deal with spatial distributions that are not mathematically tractable by using a Monte Carlo simulation, without the need to average over the fading. Furthermore, the spatially averaged outage probability in Rayleigh fading reduces to a single one-dimensional integral for both a BPP and a PPP which when closed form expression cannot be found, it can be simply evaluated either numerically or by a Monte Carlo simulation of the location of a single interferer.

Finally, this chapter concludes by applying the aforementioned analytical framework in order to quantify the effect of the spatial interference correlation and semi-closed form expressions are derived. Despite the fact that a direct approach is used, a key difference with the previous work is that the interference correlation is quantified analytically for finite networks, instead of relying on the common assumption of an infinite network.
Chapter 3

Cellular Networks: Modeling and Analysis

This chapter applies the analytical framework developed in Chap. 2 to accurately model and analyze cellular networks, by capturing the effect of the interference and the interdependence among some of the system parameters. This chapter provides a performance analysis of the uplink of a DS-CDMA cellular network under different resource allocation policies. While the focus of this chapter is on the uplink, a similar model and analysis can be also applied to the downlink [53]. Furthermore, as will be more evident in this chapter, the methodology described here is very general, and can be adapted to study the performance of a large variety of MAC protocols and resource allocation policies.

The methodology introduced here [54, 55] is able to discharge some of the unrealistic assumptions that are often made in literature, such as: 1) infinite network both in extent and number of user equipments (UEs) and BSs; 2) regular or completely random deployment of the network, which poorly mimics a real deployment; 3) circular or regular shaped radio cells where the spatial distribution of both BSs and UEs are independent; 4) identical fading conditions for each link; 5) path loss model characterized by a fixed path-loss exponent; 6) absence of shadowing; 7) neglect of thermal noise.
3.1 Modeling and Analysis for Cellular Networks

A cellular network is a wireless network that is distributed over land areas called cells, each served by at least one fixed-location transceiver, known as a BS. A sector is defined as the range of angles from which a directional sector antenna can receive signals. A UE within the sector of a sector antenna is said to be covered by the sector antenna. Cells may be divided into sectors by using several directional sector antennas or arrays, each covering disjoint angles, at the BS.

The classical analysis of the cellular downlinks (e.g., [56]) and uplinks (e.g., [57–59]) in a cellular network entails a number of questionable assumptions, including the existence of a lattice or regular grid of BSs and the modeling of intercell interference at a BS as a fixed fraction of the total interference. Although conceptually simple and locally tractable, the grid assumption is a poor model for actual BS deployments, which cannot assume a regular grid structure due to a variety of regulatory and physical constraints. The intercell-interference assumption is untenable because the fractional proportion of intercell interference varies substantially with the UE and BS locations, the shadowing, and the fading.

More recent analyses of cellular networks (e.g., [60–66]) locate the UEs and/or the BSs according to a two-dimensional PPP over a network that extends infinitely on the Euclidian plane, thereby allowing the use of analytical tools from stochastic geometry. Although the two principal limitations of the classical approach are eliminated, the PPP approach is still unrealistic because it does not permit a minimum separation between BSs or between UEs. However, both the minimum separations are characteristic of actual macro-cellular deployments. Other problems with the PPP model are that no network has an infinite area and that any realization of a PPP could have an implausibly large number of UEs or BSs placed within a finite area.

When tools from stochastic geometry are used in order to considerably simplify the tractability of the problem, the adoption of a simple point process to model the spatial distribution of both BSs and UEs is not the only unrealistic assumption. In this case, in fact, it is often assumed [65] that the radio cells are circular, and the spatial distribution of the UEs and BSs are independent. This last assumption may lead to snapshots of the network where
there are several overlapping cells, which is not realistic for macro-cellular deployments, while however might well model an heterogeneous cellular network. For the aim of tractability, often the effect of thermal noise and shadowing are also neglected. Furthermore, it is often assumed identical fading conditions for each link and the analysis is constrained to the use of a standard distance-dependent path loss model with a single slope or more recently with the dual-slope [67]. While these two assumptions are widely used to design, model and analyze cellular networks, they do not capture adequately the dependency of the fading and path loss on the link distance, which is extremely important to properly model and analyze densely deployed and millimeter wave cellular networks [68,69].

This chapter introduces a methodology based on the analysis built in Chap. 2, which relaxes all the aforementioned assumptions to more realistically model cellular networks.

3.2 Network Model

Practical sector antennas have patterns with sidelobes that extend into adjacent sectors, but the performance degradation due to overlapping sectors is significant only for a small percentage of UE locations. Three ideal sector antennas and sectors per BS each covering 2π/3 radians, are assumed in this section. The UE antennas are assumed to be omnidirectional. The UEs in the directions covered by a sector antenna can cause intracell or intercell multiple-access interference from a UE to its associated sector antenna, as illustrated in Fig. 3.1. Thus, the number of interfering signals on the uplink is reduced approximately by a factor equal to the number of sectors.

In this section, assume the network comprises \( K \) BSs and cells, \( S_{\text{sector}} = 3K \) sectors \( \{Y_1, ..., Y_{S_{\text{sector}}}\} \), and \( M \) UEs \( \{X_1, ..., X_M\} \). The BSs and UEs are confined to a finite arena of area \(|\mathcal{A}|\). The sector boundary angles are the same for all BSs. Let \( \mathcal{Y}_j \) denote the set of UEs covered by sector antenna \( Y_j \) and \( M_j = |\mathcal{Y}_j| \) be the number of UEs served by \( Y_j \). A UE \( X_i \in \mathcal{Y}_j \) will be associated with \( Y_j \) if the UE’s signal is received at \( Y_j \) with a higher average power than at any other sector antenna in the network. Let \( \mathcal{X}_j \subset \mathcal{Y}_j \) denote the set of UEs associated with sector antenna \( Y_j \). Furthermore, let \( g(i) \) be a function that returns the index of the sector serving \( X_i \) so that \( X_i \in \mathcal{Y}_j \) if \( g(i) = j \). If \( X_i \) cannot connect to any
Figure 3.1: Illustration of intracell (all the UEs within the light red area) and intercell (all UEs within the orange area) interference. BSs are represented by large circles, and UEs are represented by black dots with the exception of the reference UE which is a green star. Cell boundaries are represented by thick blue lines.

BS, which is possible when a cell runs out of available channels, then $g(i) = 0$.

The power of $Y_j$ received at $X_i$ depends on the fading and path loss models and as in the previous chapter it is assumed that path loss has a power-law dependence on distance and is perturbed by shadowing. The sector antenna $Y_{g(i)}$ that serves UE $X_i$ is selected to be the one with index

$$g(i) = \arg\max_j \left\{ 10^{\xi_{i,j}/10} r_{i,j}^{-\alpha} \right\}$$  \hspace{1cm} (3.1)

which is the sector antenna with minimum path loss to $X_i$. In the presence of shadowing, a UE may actually be associated with a sector antenna that is more distant than the closest one, if the shadowing conditions are sufficiently better.

Assume the use of orthogonal DS-CDMA although the approach used here is general enough to be able to model other types of access, such as orthogonal frequency-division multiple access (OFDMA). Let $X_o \in X_j$ denote a reference UE that transmits a desired signal to $Y_j$. Both intracell and intercell interference are received from other UEs within the covered angle of the sector, but interference from UEs in extraneous sectors is negligible, since duplexing is assumed to prevent it. The varying propagation delays from the interfering
UEs cause their interference signals to be asynchronous with respect to the desired signal. The power of $X_i, i \neq o$, received at $Y_j$ is nonzero only if $X_i \in Y_j$ and in this case it is effected by the processing gain $G$. The power before despreading from multiple-access interferers is in fact reduced after despreading by the effective processing gain $G_e = G/c_f(\tau_o)$, where $c_f(\tau_o)$ is function of the chip waveform and the timing offset $\tau_o$ of the interference spreading sequence relative to that of the desired or reference signal. If $\tau_o$ is assumed to have a uniform distribution over $[0, T_c]$ then the expected value of $c_f(\tau_o)$ is the chip factor $c_f$. Henceforth, it is assumed that $G/c_f(\tau_o)$ is a constant equal to $G/c_f$ at each receiver in the network, and the normalized received power becomes

$$\Omega_{i,j} = \begin{cases} 
10^{\xi_{i,j}/10} r_{i,j}^{-\alpha} & i = o \\
\frac{h P_i}{G P_0} 10^{\xi_{i,j}/10} r_{i,j}^{-\alpha} & i : X_i \in Y_j \setminus X_o \\\n0 & i : X_i \notin Y_j 
\end{cases}$$

(3.2)

Assuming the channel gains remain fixed for the duration of a time interval, but vary independently from interval to interval (block fading), by substituting (3.2) in (2.9), it is possible to evaluate the conditional outage probability for each uplink, given a certain topology of the network.

### 3.3 Spatial Model

In order to model more realistically the spatial distribution of both BSs and UEs in a cellular network a uniform clustering model is adopted. The uniform clustering model is a constrained spatial model, that requires a minimum separation between interferers. An exclusion zone of radius $r_{ex_{bs}}$ surrounds each BS and no other BSs are allowed within this zone. Similarly, an exclusion zone of radius $r_{ex_{mb}}$ surrounds each UE where no other UEs are allowed. The minimum separation between UEs is generally much smaller than the minimum separation between the BSs. BS exclusion zones are primarily determined by economic considerations and the terrain, whereas UE exclusion zones are determined by the need to avoid physical collision. The value of $r_{ex_{bs}}$ could be empirically determined by examining the locations of BSs in a real network. The value of $r_{ex_{bs}}$ could be selected to
provide the best statistical fit. This procedure is similar to determining values for fading and shadowing parameters by statistically fitting actual data.

Example network topologies are shown in Fig. 3.2. The left subfigure shows the locations of actual BSs in a small city with hilly terrain. The BS locations are given by the large filled circles, and the Voronoi cells are indicated in the figure. The minimum BS separation is observed to be about 0.43 Km. The right subfigure shows a portion of a randomly generated network with a BS exclusion radius \( r_{\text{exbs}} = 0.25 \) Km. The topological similarity of the two subfigures supports the use of the uniform-clustering model.

### 3.4 Resource Allocation Policies

#### 3.4.1 Power Control

A typical power-allocation policy for DS-CDMA networks is to select the transmit power \( \{P_i\} \) for all UEs in \( \mathcal{X}_j \) such that, after compensation for shadowing and power-law attenuation, each UE’s transmission is received at sector antenna \( Y_j \) with the same power \( P_0 \), which
is called full power control. In general, a UE in $X_j$ can transmit with power $P_i$ that satisfies

$$P_i 10^{s_{j,i}/10} r_{i,j}^{-α_s} = P_0, \quad X_i \in X_j$$

(3.3)

where $s$, $0 \leq s \leq 1$, is the compensation factor for fractional power control, which is set to $s = 1$ when full power control is adopted.

To accomplish the full power-control policy, sector-antenna receivers estimate the average received powers of their associated UEs. Feedback of these estimates enables the associated UEs to change their transmitted powers so that all received powers are approximately equal.

For a reference UE $X_o$, the interference at sector antenna $Y_j$ is from the UEs in the set $Y_j \setminus X_o$. This set can be partitioned into two subsets. The first subset $X_j \setminus X_o$ comprises the intracell interferers, which are the other UEs in the same cell and sector as the reference UE $X_o$. The second subset $Y_j \setminus X_j$ comprises the intercell interferers, which are the UEs covered by sector antenna $S_j$ but associated with a cell sector other than $X_j$.

Considering intracell interference, all of the UEs within the sector transmit with power given by (3.3). Since $P_0$ and $P_i$ are obtained from (3.3), the middle line of (3.2) gives the normalized mean received power of the intracell interferers:

$$Ω_{i,j} = \frac{h}{G} 10^{ξ_{o,j}/10} r_{i,j}^{−α}, \quad X_i \in X_j \setminus X_o.$$  

(3.4)

Although the number of UEs $M_j$ in the cell sector must be known to compute the outage probability, the locations of these UEs in the cell are irrelevant to the computation of the $Ω_{i,j}$ of the intracell interferers.

Considering intercell interference, the set $Y_j \setminus X_j$ can be further partitioned into sets $Y_j \cap X_k$, $k \neq j$, containing the UEs covered by sector antenna $Y_j$ but associated with some other sector antenna $X_k$. For those UEs in $Y_j \cap X_k$, power control implies that

$$P_i 10^{ξ_{i,k}/10} r_{i,k}^{-α} = P_0, \quad X_i \in X_k \cap Y_j, \quad k \neq j.$$

(3.5)

Substituting (3.5), and (3.3) with $i = o$, into (3.2) yields

$$Ω_{i,j} = \frac{h}{G} 10^{ξ_{i,j}/10} \left( \frac{r_{i,j} r_{o,j}}{r_{i,k}} \right)^{−α},$$

(3.6)
for $\mathcal{Y}_j \setminus \mathcal{X}_j$, which gives the normalized mean intercell interference power at the reference sector antenna due to interference from UE $i$ of sector $k = g(i)$.

### 3.4.2 Rate Control

In addition to controlling the transmitted power, the rate $R_i$ of each uplink needs to be selected. Due to the irregular network geometry, which results in cell sectors of variable areas and numbers of UE, the amount of received interference can vary dramatically from one sector antenna to another. With a fixed rate, or equivalently, a fixed SINR threshold $\beta$ for each sector, the result is a highly variable outage probability. An alternative to using a fixed rate for the entire network is to adapt the rate of each uplink to satisfy an outage constraint or maximize the throughput of each uplink \[71,72\].

To illustrate the influence of rate on performance, consider the following example, where the following scenario is used also in the remaining of this section, if not otherwise stated. The network has $K = 50$ BSs and $M = 400$ UEs placed in a circular network of radius $r_{out} = 2$. The BS exclusion zones have radius $r_{ex_{bs}} = 0.25$, and the UE exclusion zones have radius $r_{ex_{mb}} = 0.01$. The spreading factor is $G = 16$, and under the assumption of rectangular chip waveforms, $h = 2/3$ \[73,74\]. Since $M/K = G/2$, the network is characterized as being half loaded. The SNR is $\text{SNR} = 10$ dB, the activity factor is $p_i = 1$, the path loss exponent is $\alpha = 3^1$, and lognormal shadowing is assumed with standard deviation $\sigma_s = 8$ dB. A distance-dependent fading model is assumed, where a signal originating the UE $X_i$ arrives at the BS $Y_j$ with a Nakagami fading parameter $m_{i,j}$ that depends on the distance between the UEs. In particular,

$$m_{i,j} = \begin{cases} 3 & \text{if } r_{i,j} \leq r_{\text{los}}/2 \\ 2 & \text{if } r_{\text{los}}/2 < r_{i,j} \leq r_{\text{los}} \\ 1 & \text{if } r_{i,j} > r_{\text{los}} \end{cases} \quad (3.7)$$

where $r_{\text{los}}$ is the LOS radius. The distance-dependent-fading model characterizes the situations where UEs close to the BS are in LOS but UEs farther away are not.

Fig. 3.3 shows the outage probability as a function of rate. Assuming the use of a distance-dependent model.\footnote{According to the analysis, note that the value of $\alpha$ doesn’t not need to be fixed for all the links and can be provided based on a distance-dependent model.}
Figure 3.3: Outage probability of eight randomly selected uplinks (dashed lines) along with the average outage probability for the entire network (solid line). The results are for a half-loaded network \((M/K = G/2)\) with distance-dependent fading and shadowing \((\sigma_s = 8 \text{ dB})\) and are shown as a function of the rate \(R\).

capacity-approaching code, two-dimensional signaling over an AWGN channel, and Gaussian interference, the SINR threshold corresponding to rate \(R\) is \(\beta = 2^R - 1\). The dashed lines in Fig. 3.3 were generated by selecting eight random uplinks and computing the outage probability for each using this threshold. Despite the power control, there is considerable variability in the outage probability. The outage probabilities \(\{\epsilon_i\}\) were computed for all \(M\) uplinks in the system, and the average outage probability,

\[
E[\epsilon] = \frac{1}{M} \sum_{i=1}^{M} \epsilon_i \quad (3.8)
\]

is displayed as a solid line in the figure.

Fig. 3.4 shows the throughput as a function of rate, where the throughput of the \(i^{th}\) uplink is found as

\[
T_i = R_i (1 - \epsilon_i) \quad (3.9)
\]

and represents the rate of successful transmissions. The parameters are the same as those used to produce Fig. 3.3 and again the SINR threshold corresponding to rate \(R\) is \(\beta = 2^R - 1\). The plot shows the throughput for the same eight uplinks whose outages were shown in Fig.
Figure 3.4: Throughput of eight randomly selected uplinks (dashed lines) along with the average throughput for the entire network (solid line). System parameters are the same used to generate Fig. 3.3.

3.3 as well as the average throughput

\[ \mathbb{E}[T] = \frac{1}{M} \sum_{i=1}^{M} R_i (1 - \epsilon_i). \]  

(3.10)

3.4.3 Fixed-Rate Policies

A fixed-rate policy requires that all uplinks in the system must use the same rate; i.e., \( R_i = R \) for all uplinks. On the one hand, the rate could be selected to maximize the average throughput. With respect to the example shown in Fig. 3.4, this corresponds to selecting the \( R \) that maximizes the solid curve, which occurs at \( R = 1.81 \). However, at the rate that maximizes throughput, the corresponding outage probability could be unacceptably high. When \( R = 1.81 \) in the example, the corresponding average outage probability is \( \mathbb{E}[\epsilon] = 0.37 \), which is too high for many applications. As an alternative to maximizing throughput, the rate \( R \) could be selected to satisfy an outage constraint \( \tilde{\epsilon}_{\text{channel}} \) so that \( \mathbb{E}[\epsilon] \leq \tilde{\epsilon}_{\text{channel}} \). For instance, setting \( R = 0.84 \) in the example satisfies an average outage constraint \( \tilde{\epsilon}_{\text{channel}} = 0.1 \) with equality. To distinguish between the two fixed-rate policies, the first policy is called maximal-throughput fixed rate (MTFR) and the second policy is called outage-constrained
3.4.4 Variable-Rate Policies

If $R$ is selected to satisfy an average outage constraint, the outage probability of the individual uplinks will vary around this average. Furthermore, selecting $R$ to maximize the average throughput does not generally maximize the throughput of the individual uplinks. These issues can be alleviated by selecting the rates $R_i$ independently for the different uplinks. The rates could be selected to require all uplinks to satisfy the outage constraint $\hat{\epsilon}_{\text{channel}}$; i.e., $\epsilon_i \leq \hat{\epsilon}_{\text{channel}}$ for all $i$. This is called the outage-constrained variable-rate (OCVR) policy. Alternatively, the selection could be made to maximize the throughput of each uplink; i.e., $R_i = \arg \max T_i$ for each uplink, where the maximization is over all possible rates. This is called the maximal-throughput variable-rate (MTVR) policy. Both policies can be implemented by having the BS track the outage probabilities or throughputs of each uplink and feeding back rate-control commands to ensure that the target performance is achieved. The outage probability can be easily found by encoding the data with a cyclic redundancy check (CRC) code and declaring an outage when a check fails.

It is much simpler to adapt the chip rate, code rate, or information rate than to implement modulators and demodulators that can be adapted. Adapting the chip rate is generally undesirable because that would require a change in bandwidth. Thus, for both variable-rate policies, it is assumed that the code rate is adapted by maintaining the duration of channel symbols while varying the number of information bits per symbol. The spreading factor $G$ and symbol rate are held constant, so there is no change in bandwidth. However, a major drawback with rate control is that the rates required to maintain a specified outage probability varies significantly among the UEs in the network. This variation results in low throughput for some UEs, particularly those located at the edges of the cells, while other UEs have a high throughput. Unequal throughputs may not be acceptable when a UE may be stuck or parked near a cell edge for a long time, and an interior UE may have more allocated throughput than it needs.

Due to the use of power control, the common intercell interference, and the lack of
intracell interference, the average received SINR for all UEs in a sector will generally be identical. When all uplinks have the same Nakagami-m factor, then the conditional outage probabilities of all uplinks in the same sector will be identical. Thus, under rate control, all links in the same sector are generally assigned the same rate. However, in the case that the Nakagami-m factor is not the same for all links, such as in the distance-dependent fading model, the outage probability will vary over the links, and different rates will be assigned to the uplinks of the cell sector.

3.5 Cell Reselection

Because the number of orthogonal spreading sequences available to the cell is limited to $G$, the number of served UEs is limited to $M_j \leq G$. If there are $M_j > G$ UEs for which $g(i) = j$ according to (3.1), then some of these UEs will either be refused service by $X_i$ or given service at a lower rate (through the use of an additional time multiplexing). In the following, two policies are considered for handling this situation. With the first policy, which is called denial due to overload (DDO), the $M_j - G$ UEs whose path losses from the BS are greatest are denied service, in which case they do not appear in the set $Y_j$ for any $j$, and their rates are set to $R_i = 0$. With the second policy, which is called reselection due to overload (RDO), each of these $M_j - G$ UEs in an overloaded cell attempts to connect to the BS with the next-highest path loss out to a maximum reassociation distance $r_{\text{max}}$. If no available cell is found within distance $r_{\text{max}}$, the rate is set to $R_i = 0$, and the UE is denied service. Note that the denial policy is the same as the reselection policy with $r_{\text{max}} = 0$.

3.6 Performance Analysis

Let $\mathbb{E}_\Omega[R]$ represent the mean value of the variable $R$, which can be found by numerically averaging the values of $R$ obtained using the procedure described above. While $\mathbb{E}_\Omega[R]$ is a useful metric, it does not account for the loss in throughput due to the inability to successfully decode during an outage, and it does not account for the spatial density of transmissions. These considerations are taken into account by the area spectral efficiency (ASE), which can
be expressed as \[ \bar{S}_{\text{ase}} = \lambda (1 - \hat{\epsilon}_{\text{channel}}) \mathbb{E}_\Omega[R] \] (3.11)

where \( \lambda = K/|\mathcal{A}| \) is the density of transmissions in the network. ASE can be interpreted as the spatial intensity of transmissions; i.e., the rate of successful data transmission per unit area. The ASE is obtained by using a Monte Carlo approach as follows:

1. Draw a realization of the network is obtained by placing \( K \) BSs and \( M \) UEs within a finite area \( \mathcal{A} \) according to the uniform-clustering model with minimum BS separation \( r_{\text{exbs}} \) and minimum UE separation \( r_{\text{exmb}} \).

2. Compute the path loss from each BS to each UE by applying randomly generated shadowing factors, if shadowing is present.

3. Determine the set of UEs associated with each cell sector, applying the reselection policy if one is used.

4. At each sector antenna, the power-control policy is applied to determine the power the antenna receives from each UE that it serves.

5. In each cell sector, the rate-control policy is applied to determine the rate and SINR threshold.

6. For each uplink, the outage probability is computed by applying the rate-control policy and using (3.2) in (2.9), (3.4), and (3.6).

7. Equation (3.8) is applied to calculate the average outage probability for the network realization. Equation (3.9) is applied to calculate the throughputs according to the resource-allocation policy, and then (3.10) is applied to compute the average throughput for the network realization.

8. Finally, multiplying by the density \( \lambda \) and averaging over all simulated network realizations, it is computed the average rate \( \mathbb{E}_\Omega[R] \), the average outage probability \( \mathbb{E}_\Omega[\epsilon] \) and the average ASE \( \bar{S}_{\text{ase}} \).
In the following, the Monte Carlo method is performed over Υ = 1, 000 network topologies. Two fading models are considered: Rayleigh fading, where \( m_{i,j} = 1 \) for all \( i \), and distance-dependent fading given by (3.7), where \( r_{\text{los}} = r_{\text{exs}} \). Both unshadowed and shadowed (\( \sigma_s = 8 \) dB) environments are considered. For what concerns the cell reselection policy, DDO is used (\( r_{\text{max}} = 0 \)), if not otherwise stated.

### 3.6.1 Outage-Constrained Fixed-Rate Policy

As illustrated in Fig. 3.3, using an OCFR policy results in a high variability of outage probabilities. Fig. 3.5 illustrates the variability of \( \epsilon \) with respect to all uplinks and simulation trials under a OCFR policy by plotting its complementary cumulative distribution function (CCDF) with \( R = 2 \), three network loads, distance-dependent fading, and shadowing.

### 3.6.2 Outage-Constrained Variable-Rate Policy

With the OCVR policy, the rate \( R_i \) (equivalently, \( \beta_i \)) of each uplink is selected such that the outage probability does not exceed \( \epsilon_{\text{channel}} = 0.1 \). While the outage probability is fixed, the rates of the uplinks will be variable. In Fig. 3.6, the average rate is shown as a function...
Figure 3.6: Average rate of the OCVR policy as function of the load $M/K$ for both Rayleigh and distance-dependent fading, and both shadowed ($\sigma_s = 8$ dB) and unshadowed cases.

Figure 3.7: CCDF of the rate for fully-loaded system ($M/K = G$) under the OCVR policy in Rayleigh and distance-dependent fading, and both shadowed ($\sigma_s = 8$ dB) and unshadowed cases.
Figure 3.8: ASE for the four network policies as function of the load $M/K$ for distance-dependent fading and both shadowed ($\sigma_s = 8$ dB) and unshadowed cases.

of the load $M/K$. In Fig. 3.7 the variability of $R_i$ is illustrated by showing the CCDF of the rate for a fully-loaded system ($M/K = G = 16$) in both Rayleigh fading and distance-dependent fading, and both with and without shadowing. The fairness of the system can be determined from this figure, which shows the percentage of uplinks that meet a particular rate requirement.

3.6.3 Policy Comparison

Fig. 3.8 shows the average ASE $S_{ase}$ of the four network policies in distance-dependent fading, both with and without shadowing, as a function of the load $M/K$. While the ASEs of the MTFR and MTVR policies are potentially superior to those of the OCFR and OCVR policies, this advantage comes at the cost of a variable and high value of $\epsilon$, which is generally too large for most applications. The OCVR policy has a higher average ASE than the OCFR policy.
3.6.4 Spreading factor

Fig. 3.9 shows the ASE $S_{ase}$ as a function of the effective spreading factor $G_e$ for the shadowed distance-dependent-fading channel. Two loads are shown for each of the four policies. An increase in $G_e$ is beneficial for all policies, but the MTVR policy benefits the most.

3.6.5 Base-station Exclusion Zone

Fig. 3.10 shows the ASE $S_{ase}$ for each of the four policies as a function of the BS exclusion-zone radius $r_{ex_{bs}}$ for $M/K = G/2$ and two values of path loss exponent $\alpha$. The distance-dependent fading model is used, and shadowing is applied with $\sigma_s = 8$ dB. The two policies that constrain the outage probability are more sensitive to the value of $r_{ex_{bs}}$ than the two policies that maximize throughput. An increase in $\alpha$ increases $S_{ase}$ for all four policies.

3.6.6 Cell Association

In the previously shown results of this section, UEs were denied service if they were in an overloaded sector. By allowing UEs to reselect BSs out to a distance of $r_{max}$, the probability
Figure 3.10: ASE as a function of the BS exclusion-zone radius $r_{\text{ex}}$ for four policies and two values of path loss exponent $\alpha$.

Figure 3.11: ASE as a function of the maximum reselection distance $r_{\text{max}}$. 
that they are denied service due to overload can be reduced. By setting $r_{\text{max}}$ sufficiently large, the probability that a UE is denied service due to overload can be made arbitrarily small. The tradeoff for keeping these UEs connected is that $\mathcal{S}_{\text{ase}}$ decreases because UEs must transmit at a higher power, thereby causing more interference. This tradeoff is illustrated in Fig. 3.11 which shows the $\mathcal{S}_{\text{ase}}$ as a function of $r_{\text{max}}$ for all four policies and two system loads. In general, $\mathcal{S}_{\text{ase}}$ decreases with increasing $r_{\text{max}}$, and the decrease is more pronounced for the more heavily loaded system.

3.7 Chapter Summary

This chapter presented a new approach for modeling and characterizing the statistical performance of a conventional cellular network based on the analytical framework provided in Chap. 2. The proposed analytical approach provides a way to compare various resource allocation and cell association techniques and study a cellular network in a more accurate way, by discharging some of the unfeasible assumptions usually made. In this chapter, the performance analysis for the uplink of a DS-CDMA system is provided in terms of $\mathcal{S}_{\text{ase}}$ and several different resource allocations are considered. The performance analysis has emphasized the key effect of the minimum separation among base stations and the spreading factor.
Chapter 4

Diversity Combining: Outage Analysis and Applications

Spatial diversity can be achieved through cooperative transmissions among UEs and an appropriate combining of the signals at the destination. One technique, which is used in many modern wireless communication systems, is diversity combining\(^76\), where the receiver combines multiple received signals in order to improve the quality of the decoding.

Nowadays, diversity combining is used in several wireless networks and transmission modes, and while this diversity technique is widely known, the fundamental limits of the networks that use it remain largely unknown due to the lack of an accurate and yet tractable network model. This chapter develops an analytical framework to evaluate the channel outage probability conditioned on the network geometry in a Nakagami faded channel when signals arriving over different paths are diversity combined at the receiver in the presence of noise and interference. The analysis is a generalization of the framework described in Chap. 2 and is applied to study two different cooperative cellular networks, which are both modeled using a constrained spatial model: DS-CDMA multi-cell cooperation (MCC) downlink and an multicast-broadcast single-frequency network (MBSFN) network. For both applications, an accurate model is built and a performance analysis is performed, emphasizing how cooperative communications should be used to maximize their benefits. In particular, insights are provided on how the cell edge should be defined and how inter-symbol interference (ISI) effects performance.
4.1 Network Model

Consider a network comprising $M$ transmitters $\{X_1, ..., X_M\}$ and a reference receiver $Y_j$. Let $\mathcal{X}_j$ be the set of transmitters, which in a tightly synchronized manner transmit a reference signal to the receiver, and let $\mathcal{N}_j = |\mathcal{X}_j|$ denote their number. It is assumed that the receiver at $Y_j$ can combine all the resolvable multipath components from the set of $\mathcal{X}_j$. This is a valid assumption if at the receiver is used an appropriate equalizer (for instance, for a DS-CDMA system, a rake receiver can be equipped at the $Y_j$). Furthermore, let $\mathcal{G}_j$ be the set of the indexes of the transmitters serving $Y_j$. In this case, the instantaneous SINR $\gamma_j$ at the receiving UE $X_j$ is the sum of the SINR from each of the $\mathcal{N}_j$ serving transmitters:

$$
\gamma_j = \sum_{k \in \mathcal{G}_j} \gamma_{k,j}
$$

(4.1)

where $\gamma_{k,j}$ is the SINR of the signal received from transmitter $X_k$ (i.e., the SINR in the $k^{th}$ branch) at the UE $Y_j$, and by using the same notation as in Chap. 2 it can be written as

$$
\gamma_{k,j} = \frac{\rho_{k,j}}{N + \sum_{i \notin \mathcal{G}_j} I_i \rho_{i,j}}.
$$

(4.2)

A commonly accepted approach to analyzing diversity combining is to assume that the interference realizations in the different branches are the same; i.e., the interference is fully-correlated among the branches (cf., [78–84]). While strictly speaking, this condition is not always met, the assumption makes the analysis manageable. Furthermore, as a worst-case scenario, the analysis makes it possible to obtain an upper bound on outage probability, which happens to be tight [85, 86]. Under this assumption, the instantaneous SINR at UE $Y_j$ is

$$
\gamma_j = \frac{\sum_{i \in \mathcal{G}_j} g_{i,j} \Omega_{i,j}}{\text{SNR}^{-1} + \sum_{i \notin \mathcal{G}_j} I_i g_{i,j} \Omega_{i,j}}
$$

(4.3)

where $\text{SNR} = d_0^6 P_0/\mathcal{N}$ and

$$
\Omega_{i,j} = \begin{cases} 
10^\xi_{i,j}/10^{r_{i,j}^{-\alpha}} & i \in \mathcal{G}_j \\
\frac{P_{i,j}}{P_0} 10^\xi_{i,j}/10^{r_{i,j}^{-\alpha}} & i \notin \mathcal{G}_j
\end{cases}
$$

(4.4)
4.2 Conditional Outage Probability

Similar to Sec. 2.2 conditioning on $\Omega$, the outage probability of $Y_j$ is

$$\epsilon_j(\Omega) = P[\gamma_j \leq \beta|\Omega].$$

(4.5)

By defining

$$S_j = \sum_{i \in G_j} \beta^{-1} g_{i,j} \Omega_{i,j}, \quad Y_{i,j} = I_i g_{i,j} \Omega_{i,j}$$

(4.6)

$$Z_j = S_j - \sum_{i \notin G_j} Y_{i,j}$$

(4.7)

the conditional outage probability may be expressed as

$$\epsilon_j(\Omega) = P[Z_j \leq \text{SNR}^{-1}|\Omega] = F_{Z_j}(\text{SNR}^{-1}|\Omega)$$

(4.8)

which is the CDF of $Z_j$ conditioned on $\Omega_j$ and evaluated at $\text{SNR}^{-1}$.

**Theorem 4.2.1** The conditional outage probability is

$$\epsilon_j(\Omega) = \sum_{k \in G_j} \sum_{n=1}^{\Xi_N_j(k,n)} \Xi_{N_j}(k,n) \left( \begin{array}{c} m_{q,j} \{m_{q,j}\}_{q \in G_j} \bigg\{ \frac{\Omega_{q,j}}{\beta m_{q,j}} \bigg\}_{q \in G_j} \\ 1 - \exp \left( -\frac{\beta m_{k,j}}{\Omega_{k,j}\text{SNR}} \right) \frac{\sum_{\mu=0}^{n-1} \left( \frac{\beta m_{k,j}}{\Omega_{k,j}\text{SNR}} \right)^{\mu}}{(\mu)!} \frac{\text{SNR}^{\ell_t}}{(\mu - \ell_t)!} \frac{\sum_{\ell_t=0}^\infty \prod_{i \in G_j} \left[ (1 - p_i) \delta_{\ell_i} + \frac{p_i \Gamma(\ell_i + m_{i,j})}{\ell_i! \Gamma(m_{i,j})} \left( \frac{\Omega_{i,j}}{m_{i,j}} \right)^{\ell_i} \left( \frac{\beta m_{k,j} \Omega_{i,j}}{\Omega_{k,j} m_{i,j}} + 1 \right)^{-m_{i,j} + \ell_i} \right]}{\prod_{i \in G_j} \left[ (1 - p_i) \delta_{\ell_i} + \frac{p_i \Gamma(\ell_i + m_{i,j})}{\ell_i! \Gamma(m_{i,j})} \left( \frac{\Omega_{i,j}}{m_{i,j}} \right)^{\ell_i} \left( \frac{\beta m_{k,j} \Omega_{i,j}}{\Omega_{k,j} m_{i,j}} + 1 \right)^{-m_{i,j} + \ell_i} \right]} \right) \right)$$

(4.9)

where the function $\Xi_L(k,n,\{r_q\}_{q=1}^L,\{\eta_q\}_{q=1}^L)$ is given by (D.2).

**Proof:** The details of the derivation are given in Appendix D.

Notice that (4.9) reduces to (2.9) when there is only one transmitter ($N_j = 1$). Furthermore, following the approach described in Chap. 2 and similar analytical steps, it is possible to evaluate the spatially averaged outage probability for diversity combining receivers.
4.3 Applications

In this section, the previously developed analytical framework is applied to two cases of study. First, it is used to analyze the performance of an DS-CDMA MCC downlink (i.e., soft handover) for different resource allocation policies, and to provide insight regarding how the cell edge should be defined for this type of network in order to maximize the throughput. Then, it is applied to study an LTE broadcasting transmission mode, called MBSFN, and point out the tradeoff between the number of cooperative transmissions and ISI.

4.3.1 Multi-Cell Downlink Cooperation

One of the main factors limiting the throughput in cellular networks is intercell interference. A promising approach for mitigating such interference is MCC, which involves the joint processing of signals transmitted to multiple BSs and/or received by them. In practice, multi-cell cooperation is made possible by the presence of an infrastructure of backhaul links connecting individual BSs to a central processor or to one another, which allow BSs to exchange data and channel state information (CSI). For instance, the LTE-A cellular standard can implement such backhaul links through the X2 interface. Thereby, cells can be grouped into finite clusters and BSs in a same cluster cooperate to decouple the assigned UEs.

In this sub-section, the downlink signals use orthogonal DS-CDMA sequences with a common spreading factor $G$. A rake receiver is used at each UE and the signals from the serving BSs are assumed to be separated in time by at least a chip period, denoted by $T_c$. Because the sequences transmitted by a particular BS are orthogonal, the only source of intracell interference is due to the unresolvable multipath components and the corresponding loss of orthogonality. However, if the ratio of the maximum-power and minimum-power unresolvable multipath components is sufficiently small, then the unresolvable multipath components will have negligible effect. For this reason, the intracell interference is neglected and it is assumed that the intercell interference is the only source of interference. An asynchronous quadriphase direct-sequence systems is considered. Assume the networks is composed of $M$ BSs $\{X_1, ..., X_M\}$ and $K$ UEs $\{Y_1, ..., Y_K\}$ placed in an area $A$. In this case the normalized
Figure 4.1: Illustration of the cell association: UE $Y_1$ is only served by BS $X_1$, since $X_1$ is located at effective distance lower than $r_{ci}$; UE $Y_2$ is instead served by a plurality of BSs within a maximum effective distance $r_{max}$, since there is no BSs at an effective distance lower than $r_{ci}$.

received power at the UE $Y_j$, when the BS $X_i$ transmits, is

$$\Omega_{i,j} = \begin{cases} 10^{\xi_{i,j}/10} r_{i,j}^{-\alpha} & i \in G_j \\ \frac{h P_{i,j} G P_0}{10^{\xi_{i,j}/10} r_{i,j}^{-\alpha}} & i \notin G_j \end{cases}$$

(4.10)

and the conditioned outage probability can be evaluated by substituting (4.10) in (4.9).

Cell Association

Let define the effective distance as

$$\tilde{r}_{i,j} = 10^{-\xi_{i,j}/(10\alpha)} r_{i,j}$$

(4.11)

which is the distance perturbed by the shadowing. In the absence of shadowing, $r_{i,j} = \tilde{r}_{i,j}$.

Let $r_{ci}$ represent the radius of the cell interior. Any UE that is within an effective distance $r_{ci}$ of a BS will be served by just that BS and UE beyond $r_{ci}$ will attempt to connect to a plurality of BSs out to some maximum distance $r_{max}$, where $r_{ci} \leq r_{max}$, as illustrated by Fig. 4.1. It follows that UE $Y_j$ is served by those BSs $X_i$ whose indices are in the set

$$G_j = \begin{cases} \text{argmin}_i \{\tilde{r}_{i,j}\} & \text{if min}_i (\tilde{r}_{i,j}) \leq r_{ci} \\ \{i : \tilde{r}_{i,j} < r_{max}\} & \text{if min}_i (\tilde{r}_{i,j}) > r_{ci} \end{cases}$$

(4.12)
Let $Y_i$ be the set of UEs connected to BS $X_i$, and $K_i = |Y_i|$ be the number of UEs served by $X_i$. Because there are only $G$ orthogonal spreading sequences per cell, the number of UEs connected to $X_i$ is limited to $K_i \leq G$. In the following, if there are $K_i > G$ UEs a DDO policy is adopted, which is described in Sec. (3.5). In particular, in this case it is assumed that the first $G$ UEs whose effective distances are closest to $X_i$ are served, while the others are refused service and marked as having zero rate.

**Power allocation**

It is assumed that the BSs transmit with a common power $P_0$ such that

$$
\frac{1}{1 - f_p} \sum_{j:Y_j \in Y_i} P_{t,j} = P_0
$$

for each BS where $f_p$ is the fraction of the BS power reserved for pilot signals needed for synchronization and channel estimation.

BS $X_i$ allocates the power transmitted to UE $Y_j$ according to the fractional power-control policy

$$
P_{t,j} = P_0 (1 - f_p) \left[ \frac{1 - f_{fpc}}{K_i} + f_{fpc} \hat{r}_{i,j}^{\alpha} \left( \sum_{j:Y_j \in Y_i} \hat{r}_{i,j}^{\alpha} \right)^{-1} \right]
$$

where $0 \leq f_{fpc} \leq 1$ is the fractional power-control factor. In this subsection, the two extreme situations are considered: $f_{fpc} = 0$, which corresponds to an equal transmit power (ETP) policy, and $f_{fpc} = 1$, which corresponds to an equal received power (ERP) policy. In particular, when $f_{fpc} = 0$, $P_0$ is allocated with an equal-share policy, which involves BS $X_i, i \in G_j$, transmitting to UE $Y_j$ with the same power, while when $f_{fpc} = 1$ every UE connected to a particular BS $X_i$ has the same received power.

**Rate allocation**

Under the given power-allocation policy, the rate allocated to each user is selected to satisfy an outage probability. In particular, the threshold $\beta_j$ of UE $Y_j$ is selected such that the outage probability of UE $Y_j$ satisfies the constraint $\epsilon_j \leq \hat{\epsilon}_{\text{channel}}$. Since the SINR threshold $\beta_j$ is related to the code rate $R_j$, this corresponds to perform link adaptation.
In the following, it is assumed a continuum of possible rates, and the Shannon capacity for complex discrete-time AWGN channels is used to relate this two entities: $R_j = \log_2(1 + \beta_j)$. This assumption is fairly accurate for systems that use capacity-approaching codes and a large number of code rates and modulation schemes, such as modern cellular systems, which use turbo codes with a large number of available modulation and coding schemes.

**Performance Analysis**

Under outage constraint $\hat{\epsilon}_{\text{channel}}$, the performance of a given network realization is largely determined by the set of achieved rates $\{R_j\}$ of the users in the network. Similar to Chap. 3, a random spatial model is adopted, and in particular both BSs and UEs are distributed according with a UCP with exclusion zone of radius $r_{\text{ex}}$ for the BSs, and exclusion zone of radius $r_{\text{ex}}$ for the UEs, within a circular arena of radius $r_{\text{out}}$. The distance-dependent fading model given by (3.7) is used, and it is assumed that $r_{\text{los}} = r_{\text{ex}}$.

The statistics of $R$ can be found as follows:

1. Draw a realization of the network by placing $M$ BSs and $K$ UEs within the disk of radius $r_{\text{out}}$ according to a UCP.
2. Compute the path loss from each BS to UE applying randomly generated shadowing factors if shadowing is present.
3. Determine the set of UEs associated with each BS applying the cell association policy.
4. At each BS apply the power-allocation policy to determine the power it transmits to each UE that it serves.
5. By setting the outage equal to the outage constraint, invert (4.9), once (4.10) is substituted within it, to determine the SINR threshold for each UE in the cell. By applying the Shannon capacity for complex discrete-time AWGN channels, find the rate of the UE.
6. Repeat this process for a large number of network realizations, all with the same values of $\{K, M, r_{\text{out}}, r_{\text{ex}}, r_{\text{ex}}, \sigma_s\}$. 
The mean of the variable $R$ is then found by numerically averaging the values of $R$ obtained using the procedure described in the previous paragraph. Since $E_\Omega[R]$ does not account for the loss in throughput due to the inability to successfully decode during an outage, and it does not account for the spatial density of transmissions, the ASE $S_{ase}$ is used as a performance metric, which is given by (3.11).

In this subsection, it is assumed a network with $M = 50$ BSs placed in a circular network of radius $r_{out} = 2$ with BS exclusion zones of radius $r_{ex_{bs}} = 0.25$. A variable number $K$ of UEs are placed within the network using exclusion zones of radius $r_{ex_{mb}} = 0.01$. The outage constraint is set to $\hat{\epsilon}_{\text{channel}} = 0.1$ and $\text{SNR} = 10$ dB.

Fig. 4.2 shows the ASE as a function of the ratio $K/M$, of both ERP and ETP policies in an unshadowed environment as well as in the presence of shadowing. Results are shown for an MCC system using the value of $\{r_{ci}, r_{max}\}$ that maximizes ASE as well as a conventional system that limits each UE to being served by no more than one BS. The figure shows the advantage of using MCC and the superior ASE of the ETP policy. The figure shows that shadowing actually improves the performance, especially when MCC is used. This is because shadowing can sometimes cause the effective distance between a UE and its serving BS(s) to
Figure 4.3: CCDF of $R$ for ERP and ETP policy for a half loaded system ($K/M = 8$) in Shadowing ($\sigma_s = 8$ dB).

decrease, while its effective distance to the interfering BS is increased. When this situation occurs, the rate can be significantly increased. While shadowing does not induce extremely favorable conditions very often, when it does the improvement in rate is significant enough to cause the average to increase.

The fairness of a particular power allocation policy can be further visualized by plotting the CCDF of $R$, which is the probability that $R$ exceeds a threshold $\zeta_R$; i.e., $P[R > \zeta_R]$. Fig. 4.3 shows the CCDF of $R$ in presence of shadowing ($\sigma_s = 8$ dB), using the ETP and ERP policies when the system is half loaded ($K/M = 8$). The CCDF curves for the ERP policy are steeper than they are for the ETP policy, indicating less variability in the provided rates. The lower variability in rate corresponds to improved fairness. For instance, all users are provided rates of at least $\zeta_R = 0.1$ under the ERP policy under MCC. However, when the ETP policy is used, 95% of the users are provided rates of at least $\zeta_R = 0.1$. This implies that a significant fraction of the users are provided with lower rates when the ETP policy is used.
4.3.2 MBSFN Networks

MBSFN is a transmission mode defined in the LTE standard [91], and in particular for the multimedia broadcast multicast service (MBMS) [95]. MBSFN is designed to send multicast or broadcast data as a multicell transmission over a synchronized single-frequency network (SFN). A group of those cells that are targeted to receive the same data is called an MBSFN area. An MBSFN area can consist of multiple cells, and a single cell can also be part of multiple, up to eight, MBSFN areas. MBSFN enables the efficient delivery of applications such as mobile TV, radio broadcasting, file delivery and emergency alerts without the need of additional expensive licensed spectrum and without requiring new infrastructure and end-user devices. The transmissions from the different BSs in an MBSFN area are tightly synchronized so as to avoid ISI and the MBSFN transmission appear to a UE as a transmission from a single large cell over a time-dispersive channel (each BS transmission appears as a separate multipath component). The usage of MBSFN transmission obviously requires not only time synchronization among the cells participating in an MBSFN area, but also usage of the same set of radio resources in each of the cells for a particular service. This coordination is done by the multi-cell/multicast coordination entity (MCE), which is a logical node in the radio-access network handling allocation of radio resources and transmission parameters across the cells in the MBSFN area. MBSFN transmission provides several benefits:

1. Increased received signal strength, especially at the border between cells within the same MBSFN area;

2. Reduced interference, since the signal received from neighboring cells within an MBSFN area appears as a useful information, and not as interference;

3. Additional diversity against fading, since the transmission takes place on separated geographically locations, making the overall channel appear as highly time-dispersive.

Despite the literature on MBSFN networks (i.e., [96–99]), which uses a classical approach to model cellular networks, following from Chap. 3 a more accurate spatial model is used here. In particular, an MBSFN network is synthesized by clustering macrocells formed by
drawing BSs from a UCP in order to form the MBSFN areas \([100]\), as shown in Fig. 4.4. \(M\) BSs are deployed according with the constrained spatial model within a square area \(|A|\) with sides of length \(d_{\text{net}}\). The network comprises \(S_{\text{mbsfn}}\) MBSFN areas, which are formed as follows. Inside the network arena, \(\{Z_1, ..., Z_{S_{\text{mbsfn}}}\}\) points are picked according to a regular hexagonal grid and equally separated by \(d_{\text{sfn}}\). The \(z^{th}\) MBSFN area is then formed by the radio cells of all BSs that are closer to the location of \(Z_z\). To facilitate the analysis, the coverage area of the network is discretized into a large number of points, and the variable \(Y_j\) is used here to indicate the location of the \(j^{th}\) point within the network. Let \(G_{j,z}\) denote the set of the indexes of the BSs that belong to the \(z^{th}\) MBSFN area and serving location \(Y_j\). Furthermore, let \(Z_j\) denote the index of the MBSFN area that covers the location \(Y_j\) and \(N_j = |G_{j,z}|\) be the number of BSs that belongs to that area.

In a MBSFN OFDMA network, the transmissions are tightly synchronized and it is possible to combine the signals that are sent by all BSs \(X_i, i \in G_{j,z}\) and received at the UE located at position \(Y_j\), if the signals arrive within the extended cyclic prefix, which is fixed to be equal to \(T_{\text{ECP}} = 16.7\mu s\) \([101]\). The signal from BS \(X_i, i \in G_{j,z}\) to the UE at location...
\( Y_j \) is then included in the maximal-ratio combining (MRC) combined signal passed to the demodulator, if \( ||X_i - Y_j|| < d_{\text{max}} \), where \( d_{\text{max}} = c/T_{ECP} = 5 \text{ Km} \), where \( c = 3 \cdot 10^8 \text{ m/s} \) and corresponds to the speed of light, otherwise it results in ISI. The set \( G_{j,Z_j} \) contains the indices of those BSs that are closer to \( Z_{Z_j} \) and they are located such that their signals arrive at \( Y_j \) within the extended cyclic prefix. The set \( G_{j,Z_j} \) is then selected such that \( i \in G_{j,Z_j} \) if \( ||Z_{Z_j} - X_i|| < ||Z_s - X_i|| \), \( \forall s \neq Z_j \) and also if \( ||X_i - Y_j|| < d_{\text{max}} \).

Assume block fading for the duration of a MBSFN subframe and log-normal shadowing, which is characterized by the normalized autocorrelation function \( R(\Delta x) \), where \( \Delta x \) is the change in distance. The normalized autocorrelation function can be described with sufficient accuracy by an exponential function as [102]

\[
R(\Delta x) = \exp \left\{ -\frac{||\Delta x||}{d_{\text{corr}} \ln 2} \right\}
\]

(4.15)

with the decorrelation length \( d_{\text{corr}} \), which is dependent on the environment. For the vehicular test environment (VTE), [103] proposes \( d_{\text{corr}} = 20 \text{ m} \). This correlation works satisfactorily for distances up to approximately 500 m. Furthermore, the distance-dependent fading model given by (3.7) is used, with \( r_{\text{los}} = r_{\text{exa}} \).

In this case the normalized received power at the location \( Y_j \), when the BS \( X_i \) transmits, is

\[
\Omega_{i,j} = \begin{cases} 
10^{\xi_{i,j}/10 r_{i,j}^{-\alpha}} & i \in G_{j,Z_j} \\
\frac{P_{i,j}}{P_0} 10^{\xi_{i,j}/10 r_{i,j}^{-\alpha}} & i / G_{j,Z_j}
\end{cases}
\]

(4.16)

and the conditioned outage probability can be evaluated by substituting (4.16) in (4.9).

**Performance Analysis**

In order to analyze the network performance, the *area below an outage threshold* (ABOT) is used, which is defined as the fraction of the network realization \( t \) that provides an outage probability (averaged over the fading) that meets a threshold

\[
\mathcal{A}_{\text{bot}}^{(t)} = P[\epsilon_j < \hat{\epsilon}_{\text{channel}}].
\]

(4.17)

The ABOT is an indicator of the percentage of the network that will successfully receive the broadcast. In Fig. 4.4 it is shown a portion of an example network, where the area in
white is the portion of the network for which the outage probability is above $\hat{\epsilon}_{\text{channel}} = 0.1$ with $\beta = 0$ dB, $\text{SNR} = 10$ dB and $\alpha = 3.5$, which as expected corresponds to the edge of the MBSFN areas, that are here illustrated with different colors and obtained by fixing $d_{\text{sf}} = 3$.

The BS exclusion radius is fixed to $r_{\text{ex}} = 0.5$, $M = 400$ BSs are deployed into a square network arena with side of length $d_{\text{net}} = 20$ Km. The BS locations are given by the large filled circles and the Voronoi tessellation shows the radio cell boundaries that occur in the absence of shadowing.

After computing $A_{\text{bot}}^{(t)}$ for $\Upsilon$ network topologies, its spatial average can be computed as following

$$\bar{A}_{\text{bot}} = \frac{1}{\Upsilon} \sum_{t=1}^{\Upsilon} A_{\text{bot}}^{(t)} \quad (4.18)$$

where in the following $\Upsilon = 1,000$. In order to determine the performance of a typical network the following approach is used here. Draw a realization of the network by placing BSs according to a uniform clustering model with density $\lambda = M/|A|$. Group the BSs into MBSFN areas. Compute the path loss from each BS to a very large number of locations, selected such that they form an extremely dense grid that covers the entire network arena, applying randomly generated correlated shadowing factors if shadowing is present. Determine the outage probabilities by using (4.9) parameterized by the SINR threshold for all locations. For each of the previously selected locations within the network, determine whether or not it satisfies the outage constraint. Notice, that in order to exclude edge effects, the performance is evaluated only in the center $10 \times 10$ Km$^2$ portion of the network. As in the previous subsection, the SINR threshold is related to the code rate $R$ through the Shannon capacity for complex discrete-time AWGN channels.

Fig. 4.5 shows the ABOT as function of the outage threshold parameterized for three values of $d_{\text{sf}}$ when $\lambda = 0.5$ and $R = 0.5$. Fig. 4.5 shows that an increase in the size of the MBSFN areas results in an improvement in performance, but only until a certain value. After a certain value of $d_{\text{sf}}$, the ISI starts to increase and the regions at the edge of the MBSFN areas don’t get any more benefit by increasing them furthermore. Fig. 4.6 shows the area below an outage threshold as function of the minimum separation among BSs when
Figure 4.5: ABOT as a function of the threshold $\hat{\epsilon}_{\text{channel}}$ for both a shadowed ($\sigma_s = 8$ dB) and unshadowed environment with $R = 0.5$.

Figure 4.6: ABOT as a function of the minimum separation among BSs when $R = 0.1$, $\lambda = 0.1$ and $d_{\text{sfm}} = 6$. 
\( R = 0.1, \lambda = 0.1 \) and \( d_{sf} = 6 \). The curves are shown for both a shadowed (\( \sigma_s = 8 \text{ dB} \)) and an unshadowed scenario and for both Rayleigh fading and a distance-depending fading. Fig. 4.6 shows that shadowing is always highly detrimental, the fraction of network that succeeds to meet an outage constraint increases when BSs have a higher minimum separation, and this effect is more prominent under a distance-depending fading.

4.4 Chapter Summary

This chapter presented a new approach for modeling and analyzing the performance of cooperative networks that employ diversity combining. The chapter illustrates the performance benefits that arise due to spatial diversity. The analysis is characterized by a new closed-form expression for the conditional outage probability, when signals arriving over different paths are combined at the receiver in the presence of noise and interference, where the conditioning is with respect to the network geometry. The channel model accounts for path loss, shadowing, and Nakagami fading, and the Nakagami fading parameters do not need to be identical for all links.

This chapter continues by applying this accurate analysis to two cases of study. First, it models and analyzes the performance of a DS-CDMA MCC downlink and provides insight regarding how the cell edge should be defined. The results show that, as expected, there is an improvement in performance when MCC is used, rather than a conventional cellular network, but the network needs a proper optimization. Finally, this chapter focuses on accurately and efficiently modeling an MBSFN network, by combining the new closed form expression for the outage probability, derived at the beginning of this chapter, and a constrained random spatial model, which is used to synthesize more realistically such a network. The results show that an increase in the size of an MBSFN area leads to an improvement in performance only until a certain dimension (and number of cooperative BSs) is reached, since the ISI starts to become more prevalent and their effect more detrimental.
Chapter 5

The Role of Complexity in Cellular Networks

Compared with today’s networks, future mobile networks will need to cope with a dramatic increase in the density and demand of users, and they will be characterized by tighter hard real-time timing and protocol constraints. These constraints are described by mobile communications standards such as 3GPP LTE [101] and must not be violated. In order to fulfill these constraints, a pre-defined amount of computational resources must be provided such that downlink and uplink processing can be performed within a given time interval, and this must be done in an efficient and very cost effective way.

Recently the concept of Cloud-RAN has been introduced [30], which enables computational load balancing across multiple BSs to avoid peak-provisioning. For this novel architecture, one of the goals is to dimension the computational assets of the network to exploit the computational diversity present in a pool of resources, while still guaranteeing the communication service requirements of each individual cell. The utilization of processing resources should be maximized for a given service guarantee. These goals require a framework that enables the prediction of the required data processing resources under a given performance constraint.

This chapter, after an introductory section on the Cloud-RAN architecture, considers its computational requirements with the goal of illuminating the benefits of pooling computational resources. A new analytical framework is introduced to model, analyze the perfor-
mance, and determine the data processing requirements. The model is used to quantify the computational load associated with the centralized processing of uplink signals in the presence of block Rayleigh fading, distance-dependent path loss, and fractional power control. Several new performance metrics are defined, including computational outage probability, outage complexity, computational gain, computational diversity, and the complexity-rate tradeoff. The validity of the analytical framework is confirmed by comparing it numerically with a simulator compliant with the 3GPP LTE standard. Using the developed metrics, it is shown that centralizing the computing resources provides a higher net throughput per computational resource as compared to local processing.

5.1 Cloud-RAN: A Brief Introduction

Traditional cellular network are composed of stand-alone BSs, which perform both radio and baseband processing functionality locally at or near the cell site. In this architecture, most of the hardware is placed in a base station cabinet located right below the antenna. Starting from the third generation cellular networks (3G), the two groups of functionalities have been physically separated. The radio functionalities are performed by a remote radio head (RRH), which is installed on top of the tower, close to the antenna, in order to reduce the cable loss. The baseband functionalities are performed at a baseband unit (BBU) or data unit (DU), which can be placed further away from the RRH, and it is connected to it through optical fiber or microwave connection. This architecture has the advantage that the BBU can be conveniently placed enabling a faster and less expensive maintenance and upgrade of the system. However, due to the enormous increase in the number of users and data shared, the current cellular architecture is reaching the limit of sustaining the amount of data traffic on the network. Especially in densely populated areas, it is no longer acceptable and sustainable to only increase the number of BSs in order to provide smooth network accesses to users. The two main reasons are: i) economical since nowadays the deployment

\[^1\] Note that the maximum distance at which the BBU can be placed depends on the latency of the medium through which the signal is propagated. For instance for optical fiber, a reasonable maximum distance is \(\approx 40\) Km when a repeater is not required. In this case, the medium produces a propagation delay of about 0.1 ms.
of a new BS is very cost effective; and ii) due to the increment of the interference among BSs, since the likelihood that the same radio resources are used increases.

In 2010 a new architecture has been proposed [30, 32, 104], which have been named C-RAN, where the letter C can be interpreted as: Cloud, Centralized, Cooperative radio, Collaborative or Clean. The Cloud-RAN is based on two tenets: centralization and virtualization of BS baseband processing. In a Cloud-RAN network, the radio protocol stack is executed by different physical entities. For a given group of cells, the lower parts of the protocol stack are executed at the RRHs, while the upper parts are executed at a central entity, called the Cloud-RAN platform. The RRHs use dedicated hardware, while the Cloud-RAN is typically implemented with commodity general-purpose hardware. A Cloud-RAN enables advanced interference coordination strategies while leveraging the elastic provisioning of resources provided by the cloud. It is particularly well suited for dense deployments, such as within a large building where the RRHs are connected via fiber and many cells are underutilized. The Cloud-RAN concept is illustrated Fig. 5.1. A Cloud-RAN system consists of multiple RRHs, which perform only simple processing of the input signal, including

\[ \text{Figure 5.1: Illustration of the Cloud-RAN architecture.} \]
sampling and optionally performing a fast Fourier transform (FFT) operation, a fronthaul or backhaul connection, and a central data center. The data center manages a virtual BS pool composed of a scalable number of virtual machines (VMs), each representing one or more BSs, and performing the majority of the baseband processing. Based on the actual traffic and resulting computational demand, each VM is provisioned with resources that can be elastically adjusted.

The major benefits of Cloud-RAN have been unveiled in [30]. Since a Cloud-RAN enables computational load balancing across multiple BSs, it allows a more efficient use of BBUs and reduces the cost of BS deployment and operation. The required baseband processing capacity of the pool is expected to be smaller than the sum of capacities of single BSs. In particular, Bhaumik et al. have predicted in [105] that Cloud-RAN can save up to 22% of the data processing resources, by using the OpenAir [106] LTE implementation and real-world measurements. Cloud-RAN is also expected to lead to save power consumption by about 67%-80% compared to traditional RAN architecture. Due to the centralized nature of this architecture, it provides increased flexibility in network upgrades and adaptability to non-uniform traffic, which is particular useful in areas where the traffic demand changes abruptly during the day. Furthermore, advanced features of LTE-A, such as coordinated multi-point (CoMP) and interference mitigation, can be efficiently supported by the Cloud-RAN, which is essential especially for small-cell deployments.

A Cloud-RAN architecture, which is characterized as mentioned above by several remarkable benefits, has although several technical challenges that need to be addressed. One of the main limitations of this architecture is the backhaul, which needs to be sufficiently fast and with low latency, in order to meet very hard real-time timing. Furthermore, the computational load required to perform uplink or downlink processing cannot exceed the available resources, otherwise the signal cannot be properly decoded in time. This last limitation is strictly dependent on the computational complexity of the decoder, and its role and effect is subject of study of this chapter.
5.2 Complexity model

Consider a cloud group containing $N_{\text{cloud}}$ BSs whose signals are jointly processed in a virtual BS pool. Let $\bar{\gamma} = \mathbb{E}[\gamma]$ indicate the average SINR. In the following, it is assumed that the channel gain remains fixed for the duration of one transport block (TB), but varies independently from TB to TB, which corresponds to a block-fading model. For each TB, the channel is conditionally subject to AWGN. Under the assumption of infinite block-length, the capacity for a given instantaneous SINR is given by $\log_2(1 + \gamma)$, which provides an upper bound on rate. In practice, the rate is selected for a given $\gamma$ from a set of modulation and coding schemes (MCS) in such a way that a constraint on outage probability is satisfied. Because no finite-length code satisfies the capacity limit with equality, the rate is selected to be below the corresponding capacity limit according to some margin through link adaptation.

5.2.1 Link Adaptation

LTE features adaptive modulation and coding using turbo codes and hybrid automatic repeat request (HARQ). The BS (called an eNodeB) commands the UE to transmit using one of $N_R = 27$ different MCSs, with $R_k$ denoting the rate of $k^{th}$ MCS, $k \in \{1, \ldots, N_R\}$. Each MCS is identified by an MCS index, $I_{\text{mcs}} = \{0, \ldots, 26\}$, and is characterized by a different combination of code rate and modulation format \cite{107, 108}. Three kinds of modulation are used: QPSK ($0 \leq I_{\text{mcs}} \leq 10$), 16-QAM ($11 \leq I_{\text{mcs}} \leq 20$), and 64-QAM ($21 \leq I_{\text{mcs}} \leq 26$). When a TB is larger than 6144 bits, it is segmented into $C_k$ code blocks (CBs), each of which conveys $D_k$ information bits. As advocated later, the selection of the MCS should take into account the complexity of the turbo decoder, and in particular, the number of expected iterations required to meet the outage constraint is the key factor in making the selection. Suppose that the turbo decoder is run with a certain number of maximum iterations $L_{\max}$. Let $\gamma^R_k$ indicate the minimum SINR for which the $k^{th}$ MCS satisfies the outage constraint after the $L_{\text{max}}$-th iteration, on average. The value of $\gamma^R_k$ for each MCS can be obtained as follows. Simulations are used to obtain code block error rate (CBLER) curves for each possible MCS and for an arbitrarily large number of maximum iterations. For the $k^{th}$ MCS, $\gamma^R_k$ is selected to be the value of SNR for which the transport block error rate (TBLER)
satisfies a particular constraint for the channel outage $\hat{\epsilon}_{\text{channel}}$ (a transport block error occurs when any of the code blocks in a transport block fails).

It is well known that the complexity of a turbo decoder depends on how much the channel $\text{SINR}$ exceeds the capacity limit. If a turbo code of rate $R_k$ is transmitted over a channel whose capacity is sufficiently higher than $R_k$, then typically only a few iterations are required. Thus, to manage complexity, an $\text{SINR}$ margin $\Delta \gamma$ may be used. With such a margin, the $\text{SINR}$ must be at least $\Delta \gamma$ above $\gamma^R_k$ in order to select the $k^{th}$ $\text{MCS}$. The rate selection for channel $\text{SINR}$ $\gamma$ and $\text{SINR}$ margin $\Delta \gamma$ can be represented by the function

$$\mathcal{R}(\gamma, \Delta \gamma) = \begin{cases} 
R_1 & \text{if } \frac{\gamma}{\Delta \gamma} \leq \gamma^R_1 \\
R_k & \text{if } \gamma^R_k < \frac{\gamma}{\Delta \gamma} \leq \gamma^R_{k+1} \\
R_N & \text{if } \gamma^R_N < \frac{\gamma}{\Delta \gamma}.
\end{cases} \quad (5.1)$$

### 5.2.2 Complexity Model

The computational effort required to decode a turbo code is linear in the number of iterations and in the number of (information) bits. Thus a reasonable metric for computational effort is the bit-iteration. For a given $\text{SINR}$ $\gamma$, let the random variable $L_r(\gamma, \Delta \gamma)$ be the number of iterations required to decode a particular $\text{CB}$, and $E[L_r(\gamma, \Delta \gamma)]$ be the average number of iterations required to decode a $\text{CB}$. The expected decoding complexity (averaged over the number of iterations required per $\text{CB}$ expressed in bit-iterations per channel use (pcu)) can be evaluated as

$$C(\gamma, \Delta \gamma) = \frac{D_k C_k E[L_r(\gamma, \Delta \gamma)]}{S_{re}} \quad (5.2)$$

where $S_{re}$ is the number of channel uses or resource elements (REs) required to convey the TB. The expected number of decoding iterations can be found using the same set of simulation curves used to determine the MCS thresholds $\gamma^R_k$. For a given rate $\mathcal{R}(\gamma, \Delta \gamma)$, the simulation results will show the CBLER for each iteration up to the $L_{\max}$-th iteration. These CBLER curves can be interpreted as the PMF of the number of iterations at $\gamma$, and from the PMF coefficients, the average number of iterations is easily computed.

To enable a deeper analysis of complexity issues, it is essential to build an accurate yet wieldy complexity model. The groundwork for such a model is provided by [109], which
accurately predicts the power consumption of a decoder for a given code rate, coding scheme, channel, and decoder type. According to [109, Eq. (4) and (9)], the expected decoding complexity under a given instantaneous SINR $\gamma$ and SINR margin $\Delta \gamma$ can be modeled as

$$
C(\gamma, \Delta \gamma) = \frac{R(\gamma, \Delta \gamma)}{\log_2(\zeta - 1)} \log_2 \left[ \frac{- \log_{10}(\hat{\epsilon}_{\text{channel}})}{K'(\log_2(1 + \gamma) - R(\gamma, \Delta \gamma))^2 \frac{\zeta - 2}{\zeta}} + 2 \right]
$$

$$
\approx \frac{R(\gamma, \Delta \gamma)}{\log_2(\zeta - 1)} \log_2 \left[ \frac{- \log_{10}(\hat{\epsilon}_{\text{channel}})}{K'[\log_2(1 + \gamma) - R(\gamma, \Delta \gamma)]^2 \frac{\zeta - 2}{\zeta}} \right]
$$

$$
= \frac{R(\gamma, \Delta \gamma)}{\log_2(\zeta - 1)} \left[ \log_2 \left( \frac{\zeta - 2}{K'(\hat{\epsilon}_{\text{channel}})\zeta} \right) - 2 \log_2 [\log_2(1 + \gamma) - R(\gamma, \Delta \gamma)] \right]
$$

(5.3)

where $\zeta$ is a parameter of the model related to the connectivity of the decoder when represented as a graph,

$$
K'(\hat{\epsilon}_{\text{channel}}) = \frac{K'}{- \log_{10}(\hat{\epsilon}_{\text{channel}})}
$$

(5.4)

$K'$ is a parameter of the model, and $\hat{\epsilon}_{\text{channel}}$ is a constraint on the channel outage probability. For the sake of simplicity $K'(\hat{\epsilon}_{\text{channel}})$ is denoted by $K$ in the remainder of this dissertation.

When evaluating (5.3), the function $R(\gamma, \Delta \gamma)$ is defined by (5.1). The relationship between each threshold $\gamma_k^R$ and the corresponding rate $R_k$ in (5.1) can be modeled as

$$
R_k = \log_2 \left( 1 + \frac{\gamma_k^R}{\nu} \right)
$$

(5.5)

where $\nu$ is a parameter that models the gap between the capacity at $\gamma_k^R$ and the SINR for the actual code to meet the performance objective at rate $R_k$. The values of ($\zeta$, $K'$, $\nu$) could be found for each MCS by statistically fitting the empirically observed complexity to the complexity predicted by the model. However, it is more convenient to have values for these parameters that are common to all the MCSs.

Example

As an example, let consider an LTE system that uses normal cyclic prefix and a 10 MHz bandwidth corresponding to 50 resource blocks (RBs). However, since up to 5 RBs must be reserved for the physical uplink control channel and the number of RBs must be a multiple of 2, 3, or 5 \cite{107,108}, the transmitted signal occupies 45 RBs. Since there are 12 information-bearing single-carrier frequency division multiple access (SC-FDMA) symbols per sub-frame
Figure 5.2: Complexity as a function of the SNR obtained both through simulations (blue) and based on (5.3) (black curve), when the maximum number of iterations used to decode a CB is limited to eight.

and 12 sub-carriers per RB it follows that $S_{re} = 45 \times 12 \times 12 = 6480$. The MCS selection is implemented according to (5.1) with threshold found for $L_{max} = 8$ iterations, an outage constraint $\hat{\epsilon}_{channel} = 0.1$, and no excess margin ($\Delta \gamma = 0$ dB).

For this settings, the complexity computed empirically using (5.2) is shown in Fig. 5.2 by the blue curve, while the black curve shows the complexity predicted by the complexity model described above. For the complexity model, the values of $(\zeta, K', \nu)$ have been found in order to have the best fit with the empirical complexity, and they are found to be: $\zeta = 6$, $K' = 0.2$, and $\nu = 0.2$ dB. As can be seen, these two curves are quite similar\(^3\), demonstrating the effectiveness of the model. Fig. 5.2 further shows a highly volatile behavior, which results from the link-adaptation process. When the system operates at the same MCS (rate), a decoder requires fewer iterations as the SNR increases. However when link adaptation is performed, the system requires more complexity each time it moves towards a higher MCS since it operates closer to capacity, which is the cause of the peaky behavior in Fig. 5.2.

\(^3\)Note that a more accurate match could be achieved by determining a different set of $(\zeta, K', \nu)$ for each MCS but this significantly complicates the notation.
5.3 Performance Metrics

This section provides the definition for several performance metrics, which are used throughout this chapter to evaluate the performance of a Cloud-RAN system and highlight its benefits over a distributed implementation.

5.3.1 Computational outage probability

Fig. 5.2 shows that the required computational complexity to decode a TB may differ significantly depending on the SINR. Furthermore, when the system is distributed, each BS will be provisioned with a limited amount of computational resources $C_{\text{max}}$, while in a centralized system the virtual BS pool will be equipped with a total limited amount of computational resources, which scales linearly with the number of BSs. If the total required computational effort exceeds the computational resources before a decoding deadline is reached, a computational outage will occur. From the operator’s perspective, a computational outage is no different than a channel outage, because in both cases the information is not made available to the end user.

More formally, the computational outage probability is defined by [110]

$$\epsilon_{\text{comp}}(N_{\text{cloud}}) = \mathbb{P}\left[ \sum_{i=1}^{N_{\text{cloud}}} C(\gamma_i, \Delta \gamma) > N_{\text{cloud}} C_{\text{max}} \right].$$

(5.6)

When a computational outage occurs, the centralized processor is unable to finish the decoding of at least one uplink user. However, when this condition occurs it is still possible that some of the uplink transport blocks can be decoded, even though at least one of the blocks has failed.

5.3.2 Outage complexity

The outage complexity $C_{\text{outage}}(\hat{\epsilon}_{\text{comp}}, N_{\text{cloud}})$ is the minimum amount of computational resources required to satisfy an outage constraint on the per-cell computational outage probability $\hat{\epsilon}_{\text{comp}}(N_{\text{cloud}})$. More formally, the outage complexity is defined as

$$C_{\text{outage}}(\hat{\epsilon}, N_{\text{cloud}}) = \arg \min_{C_{\text{max}}} \left\{ \mathbb{P}\left[ \sum_{i=1}^{N_{\text{cloud}}} C(\gamma_i, \Delta \gamma) > N_{\text{cloud}} C_{\text{max}} \right] \leq \hat{\epsilon}_{\text{comp}}(N_{\text{cloud}}) \right\}. \quad (5.7)$$
The constraint of the computational outage probability of the system $\hat{\epsilon}_{\text{comp}}(N_{\text{cloud}})$ is normalized to a per-cell basis. Assuming independent processing with a non-priority-based scheduler, the constraint for a centralized system is related to the constraint for a distributed system with value $\hat{\epsilon}_{\text{comp}}(1) = \hat{\epsilon}_{\text{comp}}$ as follows

$$\hat{\epsilon}_{\text{comp}}(N_{\text{cloud}}) = 1 - (1 - \hat{\epsilon}_{\text{comp}})^{N_{\text{cloud}}}.$$  

(5.8)

### 5.3.3 Computational gain and diversity

Using the previous definition of computational outage, the centralization gain of a cloud-based mobile network is determined. In particular, the impact on the performance by centralizing communication-processing resources can be measured in two ways: 1) by considering the reduction of the required computational resources; 2) by examining the improved outage behavior.

The computational gain quantifies the reduction of computational resources made possible by the centralization of processing. When $N_{\text{cloud}}$ BSs are jointly processed, the computational gain is

$$g_{\text{comp}}(N_{\text{cloud}}) = \frac{N_{\text{cloud}}C_{\text{outage}}(\hat{\epsilon}_{\text{comp}}, 1)}{C_{\text{outage}}(\hat{\epsilon}_{\text{comp}}, N_{\text{cloud}})}.$$  

(5.9)

The asymptotic computation gain is found by letting the number of BSs go to infinity,

$$g_{\text{comp}}^\infty = \lim_{N_{\text{cloud}} \to \infty} g_{\text{comp}}(N_{\text{cloud}}).$$  

(5.10)

An alternative metric is the computational diversity, which quantifies the rate of computational improvement as more BSs are jointly processed. This is found by determining the rate at which the computational outage probability is improved as a function of $N_{\text{cloud}}$. In particular, the computational diversity is

$$d_{\text{comp}}(N_{\text{cloud}}) = -\frac{\partial \log_{10} \epsilon_{\text{comp}}(N_{\text{cloud}})}{\partial N_{\text{cloud}}}.$$  

(5.11)

This is the downward slope of the curve that relates computational outage probability to the number of jointly processed BSs. The larger this negative slope, the faster the maximum computational gain (5.10) is achieved. In a mobile network, the computational diversity
provides an indication for the required number of centralized BSs per data-center. When more BSs must be centralized, the backhaul requirements will increase accordingly. Since the slope of the computational diversity has its maximum magnitude when $N_{\text{cloud}} = 1$, in the following the derivative of (5.11) is evaluated at $N_{\text{cloud}} = 1$ and it is indicated by $d_{\text{comp}}$, dropping the dependency on $N_{\text{cloud}}$.

### 5.3.4 Complexity-Rate Tradeoff

Focusing only on outage complexity ignores the influence of rate. An alternative metric should consider the relationship between the rate and the SINR margin $\Delta \gamma$. As the margin $\Delta \gamma$ increases, the complexity decreases, but so does the rate since the system operates farther away from capacity. Therefore, the complexity-rate tradeoff (CRT) can be quantified, and it measures how much additional complexity is required in order to further improve the rate. In particular, the complexity-rate tradeoff can be evaluated as

$$t_{\text{comp}}(N_{\text{cloud}}) = \lim_{\Delta \gamma \to 0} \frac{\partial r(\gamma, \Delta \gamma)}{\partial \Delta \gamma} \left[ \frac{\partial C_{\text{outage}}(\hat{\epsilon}_{\text{cloud}}, N_{\text{cloud}})}{\partial \Delta \gamma} \right]^{-1}. \quad (5.12)$$

### 5.3.5 Average Achievable Rate

Given a fixed average SINR $\gamma$, and a fixed SINR margin $\Delta \gamma$, the rate associated to a given user depends upon the MCS selected based on the quality of channel. Due to the random effect of fading, the code rate selected per user is aleatory. One of the conventional ways to measure system performance involves evaluating the average code rate. Given the distribution of the instantaneous SINR $\gamma$, the expected code rate can be computed as follows

$$\mathbb{E}\{R\} = \sum_{k=1}^{N_R} P\{\gamma_k^R \leq \gamma < \gamma_{k+1}^R\} R(\gamma_k^R, \Delta \gamma)$$

$$= \sum_{k=1}^{N_R} \left[ F_\gamma(\gamma_{k+1}^R) - F_\gamma(\gamma_k^R) \right] R(\gamma_k^R, \Delta \gamma) \quad (5.13)$$

where $F_\gamma(\gamma)$ is the CDF of the instantaneous SINR $\gamma$. 
5.4 A Framework for Complexity Analysis

In order to evaluate the previously introduced performance metrics, an analytical framework is developed in this section to quantify the expected outage complexity in a centralized network. In the following, the analysis is first built under the assumption of a fixed average SINR $\gamma$, which is true when the uplink is fully power controlled. Subsequently, the analysis is expanded to take into account the path loss and the fractional power control policy when a user is distributed uniformly within a circle of unit radius centered at its serving BS. Finally based on these derivations, the analytical framework is expanded furthermore to be able to quantify the expected outage complexity for a Cloud-RAN composed of $N_{\text{cloud}}$ BSs.

5.4.1 Full Power Control

Consider a single-user with a fixed average SNR $\gamma$, and that this user is processed locally (i.e., $N_c = 1$). The instantaneous value of $\gamma$ is a random variable, which, for the sake of tractability, we assume is an exponential random variable corresponding to the widely accepted Rayleigh fading model\(^4\). The PDF of such a $\gamma$ is given by:

$$f_\gamma(\gamma) = \frac{1}{\gamma} \exp\left(-\frac{\gamma}{\gamma}\right), \gamma \geq 0. \quad (5.14)$$

Expected complexity

**Theorem 5.4.1** The expected value of the decoding complexity conditioned on the average SNR $\gamma$ can be evaluated by

$$\mathbb{E}_{\gamma|\gamma}\{C_i\} \approx \sum_{k=1}^{N_R} \frac{\mathcal{R}(\gamma_k, \Delta \gamma)}{\log_2 (\zeta - 1)} \left[I_1(\gamma_k, \gamma_k^R) + I_2(\gamma_k^R, \gamma_k^R)\right] \quad (5.15)$$

where the functions $I_1(\cdot, \cdot)$ and $I_2(\cdot, \cdot)$ are given respectively by \((E.3)\) and \((E.13)\).

**Proof:** The details of the derivation are given in Appendix 5.1.

\(^4\)Note that other distributions for $\gamma$ may be used, in order to more accurately model the effects of interference, shadowing, and signal propagation, but this comes at the cost of reduced tractability. For instance the results from Cap. 2 could be used, but such distributions will require a simulation or numerical integration to compute the performance metrics.
Variance of the complexity

**Theorem 5.4.2** The variance of the computational complexity conditioned on the average SNR $\gamma$ can be evaluated by

$$Var_{\gamma|\gamma} \{C_i\} \approx \sum_{k=1}^{N_R} \left[ \frac{2R(\gamma_k^R, \Delta \gamma)}{\log_2 (\zeta - 1)} \right] I_4 (\gamma_{k+1}^R, \gamma_k^R) - E_{\gamma|\gamma} \{C_i\}^2$$  \hspace{1cm} (5.16)

where $E_{\gamma|\gamma} \{C_i\}$ is evaluated using (5.15) and $I_4 (\cdot, \cdot)$ is given by (E.31).

**Proof:** The details of the derivation are given in the Appendix 5.2.

Outage complexity

In the case of an isolated user processed locally, the outage complexity in a distributed system is the value $C_{\text{outage}}$ that satisfies the following expression

$$\mathbb{P} \{C_i \geq C_{\text{outage}}(\hat{\epsilon}_{\text{comp}}, 1)\} \leq \hat{\epsilon}_{\text{comp}}$$  \hspace{1cm} (5.17)

which can be evaluated once the CDF of the complexity is known.

The CDF of the complexity can be written as follows

$$F_C(C_{\text{thr}}) = \mathbb{P} \{C_i \leq C_{\text{thr}}\}$$  \hspace{1cm} (5.18)

where $C_{\text{thr}}$ is a complexity threshold chosen based on the quality of the channel and the computational resources available. By using the notion that the complexity monotonically decreases in $\gamma$ in the interval $[\gamma_k^R; \gamma_{k+1}^R]$, (5.18) can be replaced by

$$F_C(C_{\text{thr}}) = \frac{1}{\mathbb{P} \{\gamma > \gamma_1^R\}} \sum_{k=1}^{N_R} \mathbb{P} \{\gamma_{k,\text{min}} \leq \gamma < \gamma_{k+1}^R\}$$  \hspace{1cm} (5.19)

where

$$\gamma_{k,\text{min}} = \max \left[ \gamma_k^R, \min \left( \gamma_{k+1}^R, 2^{2\Delta R + r(\gamma, \Delta \gamma)} - 1 \right) \right]$$  \hspace{1cm} (5.20)

$$\Delta R = 2^{-C_{\text{thr}} \log_2 (\zeta - 1)/[2r(\gamma, \Delta \gamma)]} \sqrt{\frac{\zeta - 2}{K\zeta}}.$$  \hspace{1cm} (5.21)

Finally, (5.19) can be written as follows

$$F_C(C_{\text{thr}}) = \frac{1}{1 - F_\gamma (\gamma_1^R)} \sum_{k=1}^{N_R} \left[ F_\gamma (\gamma_{k+1}^R) - F_\gamma (\gamma_{k,\text{min}}) \right]$$  \hspace{1cm} (5.22)

where $F_\gamma (\cdot)$ is the CDF of $\gamma$ with PDF given by (5.14).
5.4.2 Effect of Path Loss and Power Control

This subsection considers the case that the user is subject to a fractional power control policy and is located randomly within the cell. For the sake of tractability\(^5\), assume a circular cell of unit radius and that the user is placed according to a uniform distribution. Indicate with \(Y_i\) both the \(i^{th}\) BS and its location. Each BS \(Y_i\) serves only one user, which is located at \(X_i\) and is \(|Y_i - X_i|\) away from it.

Under a fractional power control policy and using a distance dependent attenuation power law, as in Cap. 2, \(X_i\) will transmit using power

\[
P_i = P_0 ||Y_i - X_i||^\alpha_s. \tag{5.23}
\]

The average SNR received by \(Y_i\) for the \(i^{th}\) UE is given by

\[
\gamma_i = \gamma_{ud} ||Y_i - X_i||^{-\alpha(1-s)} \tag{5.24}
\]

where \(\gamma_{ud}\) is the average reference SNR, measured assuming unit-distance transmission.

In this case, it is not possible to determine a closed-form expression or a suitable approximation for both the expected and the variance of the complexity. However, knowing that the PDF of \(r_i = ||X_i - Y_i||\) is

\[
f_{r_i}(\omega) = \begin{cases} 2\omega, & 0 \leq \omega \leq 1 \\ 0, & \text{otherwise} \end{cases} \tag{5.25}
\]

the expected complexity \(E\{C_i\}\) and variance \(\text{Var}\{C_i\}\) can be obtained by performing a numerical integration over \(r_i\) of (5.15) for the expected complexity and (5.16) for the complexity variance.

However, under this scenario, the CDF of \(\gamma\) averaged over the spatial distribution can be evaluated in closed form. By removing the conditioning over the spatial distribution, it follows that

\[
F_\gamma(\gamma) = \int F_\gamma (\gamma|\omega) f_{r_i} (\omega) \, d\omega \tag{5.26}
\]

\(^5\)A more complicated model for the placement of the user may be used, such as one that accounts for the actual shape of the Voronoi region. While more accurate, this comes at the cost of tractability and will typically require simulation or numerical integration.
where \( F_\gamma(\gamma | \omega) = 1 - \exp\left(-\frac{\gamma}{\伽玛 ud}\right) \), \( \gamma \geq 0 \) and \( \伽玛 \) is given by (5.24). Substituting (5.25) into (5.26) yields

\[
F_\gamma(\gamma) = \int_0^1 1 - \exp\left(-\frac{\gamma}{\伽玛 ud} \omega^{\alpha(1-s)}\right) 2\omega d\omega
\]

\[
= 1 - 2 \int_0^1 \exp\left(-\frac{\gamma}{\伽玛 ud} \omega^{\alpha(1-s)}\right) \omega d\omega.
\] (5.27)

After few algebraic manipulations and using the change of variable \( t = \frac{\gamma}{\伽玛 ud} \omega^{\alpha(1-s)} \), it yields

\[
F_\gamma(\gamma) = 1 - 2 \left(\frac{\gamma}{\伽玛 ud}\right)^{-2/[\alpha(1-s)]} \left[ \Gamma\left(\frac{2}{\伽玛 ud}; \frac{\gamma}{\伽玛 ud}\right) - \Gamma\left(\frac{2}{\alpha(1-s)}; 0\right) \right] \]

\[
\frac{1}{\alpha(1-s)} \] (5.28)

where the function \( \Gamma(z, x) \) is a gamma incomplete function, which is defined as

\[
\Gamma(z, x) = \int_x^\infty t^{z-1} e^{-t} dt.
\] (5.29)

Since the CDF of \( \gamma \) is equal to (5.28), the outage complexity can be determined analytically. In particular, even if (5.20) cannot be expressed in closed form, well-known algorithms such as bisection, Newton, or gradient-search algorithm can be applied. Furthermore, the average achievable rate can be determined by substituting (5.28) into (5.13).

### 5.4.3 Centralized Processing

Using the previously derived expressions for the expectation and the variance of the complexity, in this section the analytical framework is expanded in order to be able to compute through an approximation the maximum decoding complexity when \( N_{\text{cloud BS}} \) are centralized. More specifically, the central limit theorem (Lindeberg/Levy) is used, which yields

\[
C_{\text{outage}}(\ell_{\text{comp}}, N_{\text{cloud}}) = \sqrt{\frac{\Var\{C_i\}}{N_{\text{cloud}}} \left[2Q^{-1}\left(2(1 - \ell_{\text{comp}})^{N_{\text{cloud}}-1}\right) + \mathbb{E}\{C_i\}\right]} \] (5.30)

where \( Q^{-1}(\cdot) \) is the inverse error function, which has the following series representation

\[
Q^{-1}(x) = \sum_{k=0}^{\infty} \frac{v_k}{2k+1} \left(\frac{\sqrt{\pi}}{2} x\right)^{2k+1}
\] (5.31)

where \( v_0=1 \) and

\[
v_k = \sum_{m=0}^{k-1} \frac{v_m v_{k-1-m}}{(m+1)(2m+1)}.
\] (5.32)
5.5 Numerical Verification

In order to evaluate the validity of the analytical framework derived in Sec. 5.4, in this section numerical results are provided based on the 3GPP [LTE] standard and a 3GPP [LTE] decoder. The numerical results are compared against those obtained through the previously derived framework. A typical value for an [LTE] network of $\hat{\epsilon}_{\text{channel}} = 0.1$ is chosen for the channel outage constraint.

Assume all the available resources per cell are allocated to a single user. Furthermore, a full-buffer scenario is assumed: each of the $N_{\text{cloud BS}}$ BSs, whose signals are jointly processed at a central cloud-processor, always serves a user over the complete bandwidth. However, 3GPP LTE allows for multi-user opportunistic scheduling such that one TB may carry information from more than one user. When resources are shared among multiple users more diversity and therefore a lower outage complexity per cell can be achieved compared to the case when all the resources are monopolized by a single user. Therefore, this assumption represents a worst-case scenario regarding computational complexity, since it does not allow for any computational diversity within a given cell.

A block Rayleigh fading channel is considered, although in practice a system experiences more channel diversity due to multi-path propagation, and the computational complexity varies from user to user and from CB to CB. This scenario, in an extreme case, leads the users to experience a sufficient channel diversity for a close-to-AWGN channel, which results in a lower computational gain and diversity.

The outage complexity $C_{\text{outage}}(\hat{\epsilon}_{\text{cloud}}, N_{\text{cloud}})$ is obtained through a simulation campaign. During each trial, $\gamma_i$ is drawn from an exponential distribution when we do not consider the path loss, or from a distribution whose CDF is given by (5.28) when the path loss is taken into consideration. The MCS scheme for a given $\gamma_i$ is determined according to the value of $\Delta \gamma$ chosen. Each of the $C_k$ CBs in the TB is marked as being in a channel outage with probability $\epsilon_{\text{cb}} = 1 - (1 - \hat{\epsilon}_{\text{channel}})^{1/C_k}$, which can be precomputed. If any of the CB are in outage, then the entire TB is declared to be in an outage. If the $r^{th}$ CB is in an outage, then $L_r(\gamma, \Delta \gamma) = L_{\text{max}}$, which is the maximum number of attempted iterations. Otherwise, $L_r(\gamma, \Delta \gamma)$ is determined by drawing a random variable distributed according to the PDF of
$L_r (\gamma, \Delta \gamma)$, which can be precomputed by tracking the error-rate as a function of the number of iterations. Once the decoding complexity is computed, finally the outage complexity is evaluated by (5.7). The outage complexity is obtained by using one million trials when evaluated through simulations.

Fig. 5.3 shows the outage complexity to ensure per-cell outage constraint $\epsilon_{\text{comp}} = 0.1$ as function of the number of BSs, whose signals are centrally processed. Results in Fig. 5.3(a) consider a scenario characterized by a Rayleigh fading channel with $\overline{\gamma} = 10$ dB, while in Fig. 5.3(b) a distance dependent path loss model is taken into account, as described in Sec. 5.4.2. For both models, three values of $\Delta \gamma$ are considered. For Fig. 5.3(b), the path loss exponent is fixed to $\alpha = 2$, the average SNR at unit distance is set to $\gamma_{\text{ud}} = 0$ dB, and the compensation factor is $s = 0.1$, which is the value reported in [113] that maximizes the sum throughput. Higher values of $s$ would improve fairness at the cost of throughput. In Fig. 5.3, the solid lines are evaluated analytically as derived in Section 5.4.1 and 5.4.2 while the dots are obtained through simulations using the methodology described above. The notches on the right side of each sub-figure show the behavior as $N_{\text{cloud}} \to \infty$. Fig. 5.3 shows a good agreement for both models between the simulated and the analytical results, emphasizing the validity of the proposed analytical framework.

In Section 5.2.2 the complexity is assumed to be deterministic for a fixed SNR, while in an actual implementation this would be a random variable with expectation $C(\gamma, \Delta \gamma)$. This additional source of randomness is not considered in the analytical framework, and it is one of the reason for the slight mismatch between the empirical and analytical results. Another reason for the slight mismatch is that a lower-bound on the complexity is not applied: an actual decoder always performs at least one iteration which determines the minimum required complexity. If $C(\gamma, \Delta \gamma)$ is a random variable, the computational variance would increase. This would consequently cause an increment of the computational gain for a Cloud-RAN. Furthermore, if the lower bound is applied, it causes a slight increment of the expected complexity, even if the variance might decrease, which lead also in this case to a higher computational gain.
Figure 5.3: Outage complexity to ensure per-cell outage constraint $\hat{\epsilon} = 0.1$ as function of the number of BSs, whose signals are centrally processed. Solid lines are evaluated analytically, while dots are obtained through simulations using one million trials. The notches on the right side of each sub-figure show the behavior as $N_{\text{cloud}} \to \infty$. 
5.6 Results

In this section, the analytical framework developed in Section 5.4 is applied to perform an evaluation of a centralized system using some of the metrics introduced in Section 5.3. In the following the path loss exponent is fixed to $\alpha = 2$, the compensation factor is $s = 0.1$, the per-cell constraint on the computational outage is set to $\hat{\epsilon}_{\text{comp}} = 0.1$, and the average SNR at unit distance is $\gamma_{\text{ud}} = 0 \text{dB}$.

5.6.1 Computational Gain

At first, the computational gain $g_{\text{comp}}$ and its dependence on the number of centralized BSs and on the SNR margin $\Delta \gamma$ is considered. Fig. 5.4(a) shows the computational gain as function of the number of centralized BSs. Fig. 5.4(b) shows the computational gain as function of the target computational outage probability.

Fig. 5.4(a) shows that the computational gain increases sharply for small values of $N_{\text{cloud}}$, before it becomes flat for larger values of $N_{\text{cloud}}$. Furthermore, it shows a high computational gain compared to a distributed system, emphasizing the benefit of a centralized solution. The notches on the right side of the sub-figure show the behavior as $N_{\text{cloud}} \to \infty$.

Fig. 5.4(b) shows that the computational gain increases as the target computational outage probability decreases, since more computational resources are required to make sure that also peak-requirements are satisfied. This is a consequence of the fact that the complexity scales with $-\log_{10}(\hat{\epsilon}_{\text{comp}})$ in (5.3). In this case, centralization provides more benefits as diversity effects can be exploited to load balance between the individual BSs. Furthermore, the computational gain differs more significantly for different SNR offsets as the target computational outage probability decreases. This effect is mainly due to the fact that at lower target outage probability it is more challenging to operate close to capacity because the decoder would be required to have a steeper error rate curve.

5.6.2 Computational Diversity

Fig. 5.5 shows the computational diversity as function of the target computational outage probability. For each SNR margin $\Delta \gamma$ and target computational outage probability, the
Figure 5.4: Complexity gain for $\gamma_{ud} = 0$ dB, $\alpha = 2$, $s = 0.1$. The notches on the right side of the first sub-figure show the behavior as $N_{\text{cloud}} \to \infty$. 
computational diversity is computed by numerically evaluating the derivative in (5.11), once the computational outage probability is obtained from (5.30). The computational diversity, similar to the computational gain, decreases by increasing the target computational outage probability. This is due to the over-provisioning of resources at lower target computational outage probability. Furthermore, the computational diversity differs significantly for different SNR offsets as the target computational outage probability decreases.

5.6.3 Complexity-Rate Tradeoff

Fig. 5.6 shows the CRT as function of the number of centralized BSs, which quantifies the increase of the achievable rate as computational resources are added. Fig. 5.6 shows also the dependency of the CRT on the SNR margin offset. The CRT defined in (5.12) is the ratio between the slope of the average rate and the slope of the outage complexity both computed at a given SNR margin. In Fig. 5.6 the two slopes are individually evaluated numerically using (5.13) and (5.30) for each value of $N_{\text{cloud}}$ and SNR margin $\Delta \gamma$. The notches on the right side of the figure show the behavior as $N_{\text{cloud}} \to \infty$.

Fig. 5.6 shows that the CRT increases as the margin offset is increased and this is due
Figure 5.6: CRT as a function of $N_c$. The notches on the right side of the figure show the behavior as $N_{\text{cloud}} \to \infty$.

...to the fact that the decoder operates farther away from capacity and therefore does not cause high peak complexity. Hence, additional complexity is beneficial in order to gain additional achievable rate. In other words, the closer the decoder operates to capacity, the more resources must be invested to increase the achievable rate. Fig. 5.6 points out that an optimum point to operate a system exists. Assume that a minimum average achievable rate is required. In this case, the operator may use a less complex decoder, which reduces the required computational resources (and therefore reduces costs for information technology (IT) infrastructures). However, a minimum computational complexity should be maintained since the penalty in terms of achievable rate may otherwise be significant. In addition, due to the lower per-cell achievable rate, more BSs must be deployed, which implies higher deployment costs. Depending on the costs for IT infrastructure and mobile network infrastructure, an optimal operating point can be determined where deployment costs are minimized.
5.7 Chapter Summary

Computational limitations in mobile wireless networks have a significant impact on the network performance. Such computational limitations are of particular interest to small-cell networks, where BSs are computationally limited due to economic constraints. The computational constraints are also of fundamental importance to the design of Cloud-RAN architectures. In this chapter, a new analytical framework has been developed to evaluate the data processing requirements of a cellular uplink, which is highly relevant to the analysis and design of Cloud-RAN networks. Several performance metrics have been introduced to quantify the benefit of such a network compared to a conventional RAN: computational outage probability, computational gain, computational diversity, and complexity-rate tradeoff. The novel concept of computational outage helps to quantify the complexity-throughput tradeoff in Cloud-RAN platforms. Such a quantification allows for specifying computational requirements for Cloud-RAN platforms in a meaningful way. Furthermore, insights into the computational gain and computational diversity offered by centralized processing are provided. Finally, the complexity-rate tradeoff is used to measure the additional complexity needed to further improve the achievable rate.

The analytical framework has been verified by comparing it numerically with a large-scale system-level simulator compliant with the 3GPP LTE standard. It has been shown that the analytical framework provides a good match with simulations despite simplifying assumptions, which are necessary for the tractability of the derivations.
Chapter 6

Resource Management in Cloud-RANs

In cellular systems in general, and Cloud-RAN systems in particular, the amount of computational resources available and the communications performance are strictly related. In fact, a signal can be in outage not only if the channel is not adequate, but also if the computational resources at the BBU are not enough to its baseband operations. In traditional cellular systems, users must be allocated radio resources to satisfy the objectives of rate, outage, and fairness. However, in a computationally limited environment, such as a Cloud-RAN, resources should also be allocated with computational constraints in mind. Indeed, the allocation of radio and computational resources are connected, as this will be shown in this chapter. In particular, as the processing load imposed by each device depends on its allocated transmission rate and channel quality, the rate-allocation aspect of the scheduling should take into account the available computing resources.

This chapter provides insights into how the communications performance is effected by the computational resources available, which in modern wireless systems that use capacity approaching codes (i.e turbo or low-density parity-check (LDPC)) are mainly required to perform iterative decoding. In this chapter, it is shown that the overall performance of the network can be improved by adopting a computational aware scheduler, which selects a MCS that requires a reduced number of expected iterations. While this produces a slight loss in terms of instantaneous peak rate, this strategy has the potential to greatly reduce
the likelihood of computational outages and as a consequence improve the sum-throughput of the system.

This chapter proposes other two computationally aware schedulers, which have the objective of maximizing the sum-rate of the system while satisfying a constraint on the offered computational load. The first scheduler optimally allocates the rates among users and is implemented according to a water-filling algorithm. The second scheduler is suboptimal, but uses a simpler and intuitive complexity-cut-off approach. The performance of both schedulers is evaluated and it is found that both schedulers are able to completely avoid computational outages at the cost of a slight loss of sum-rate.

### 6.1 Heuristic Approach to MCS Selection

As already pointed out in Chap. 5 in a Cloud-RAN system there exists a tradeoff between complexity and throughput. In particular, as a higher achievable rate is sought, a natural choice is to select an MCS that allows the system to work closer to capacity. However, in this case the iterative decoder requires more computational resources to successfully decode the TB and it is more likely to encounter computational outage. Thus, in modern wireless systems, which uses iterative codes, the iterative nature of the decoding allows complexity to be traded off for transmission rate. This concept is illustrated in Fig. 6.1 which shows the CBLER $\epsilon_{cb}$ as a function of SNR (expressed as the ratio of the energy-per-symbol to noise power) after 2, 3, and 8 iterations for two MCSs: $I_{mcs} = 10$ and 11. The results in Fig. 6.1 and the remaining examples in this chapter are for an LTE system, with the same specifics provided in Chap. 5. At $\epsilon_{cb} = 2.5 \times 10^{-1}$, the performance of MCS 10 with 2 iterations is the same as the performance of MCS 11 with 8 iterations. Thus, by backing off from MCS 11 to 10, the number of required iterations is cut by a factor of 4, on average. The number of information bits in the TB that must be decoded is also reduced, in this case from 9216 to 8064, so the required number of bit-iterations is even further reduced. However, this reduction in complexity comes at a cost, as the spectral efficiency of MCS 10 is lower than that of MCS 11.

The MCS is selected to satisfy a channel outage constraint $\hat{\epsilon}_{channel}$. When complexity is
not a concern, the selected $\text{MCS}$ is the highest one that satisfies an outage constraint $\hat{\epsilon}_{\text{channel}}$ after a large number of decoder iterations. However, when complexity is a concern, the $\text{MCS}$ should be selected such that the outage constraint is met after a specific number of decoder iterations. In order to show the benefits in terms of computational outage and throughput when the total complexity requirements are reduced by upper bounding the maximum number of turbo iterations to a lower value, two MCS-selection schemes are defined: i) max-rate selection ($\text{MRS}$) [110], which is able to perform up to $L_{\text{max}} = 8$ iterations ($\Delta \gamma = 0$ dB); ii) computationally aware selection ($\text{CAS}$) [110], which performs up to $L_{\text{max}} = 2$ iterations ($\Delta \gamma = 0.9$ dB). The rate-complexity tradeoff for these two $\text{MCS}$ selection schemes is illustrated in Fig. 6.2. Fig. 6.2(a) shows the raw throughput of the $\text{MRS}$ and $\text{CAS}$ schemes as a function of the $\text{SNR}$ $\gamma$. For reference, the Shannon capacity limit is also shown. The reduction in rate when using $\text{CAS}$ is evident from the figure. The average computational effort required to decode a TB as a function of $\text{SNR}$ for the two $\text{MCS}$ selection policies is shown in Fig. 6.2(b). As anticipated, using the complexity aware scheme reduces the average effort.

---

1The raw throughput $T_{\text{raw}}$ is simply the selected rate $R(\gamma, \Delta \gamma)$ expressed in units of bits/second. This is in contrast with the effective throughput, which is the rate of correct transmission; i.e., $T_{\text{eff}} = (1 - \epsilon)T_{\text{raw}}$. 

**Figure 6.1**: Code block error rate as a function of SNR for MCS 10 and MCS 11 after 2, 3, and 8 decoder iterations. The arrow shows where the CBLER of MCS 10 after 2 iterations is the same as that of MCS 11 after 8 iterations.
Figure 6.2: Raw throughput and computational effort as a function of the SNR for two MCS selection schemes: computationally aware selection (CAS) and max-rate selection (MRS).

Notice that the stairstep appearance of Fig. 6.2(a) and peaky behavior and Fig. 6.2(b) are due to the use of a finite number of MCSs.
6.1.1 Numerical Results

In this section, the performance of the two aforementioned MCS selection schemes are analyzed using a system-level simulator that is compliant with the 3GPP LTE standard by accounting for both the channel and the computational outage. In the following, the overall outage probability $\epsilon_{\text{all}}$, or simply outage probability, is in fact the probability that a TB is lost due to either kind of outage. The performance are first provided in the case of a single cell, followed by the case of a multicell environment where CCI has to be considered.

Outage in an Isolated Cell

Consider a network with just one cell containing a single active user served by a single BS. There is no interference from other cells, and the signal received by the BS is processed all by itself; hence, $N_{\text{cloud}} = 1$. Consider the complexity-throughput tradeoff in a Rayleigh fading channel. The complexity-outage tradeoff is obtained through a simulation that works as follows. During each trial, the SNR $\gamma$ is drawn from an exponential distribution. The MCS scheme for the given $\gamma$ is determined according to the MCS selection policy. Each of the $C$ CBs in the TB is marked as being in a channel outage with probability $\epsilon_{\text{cb}}$, which can be precomputed. If any of the CB are in outage, then the entire TB is declared to be in an outage. If the $r^{th}$ CB is in an outage, then $L_r(\gamma, \Delta \gamma) = L_{\text{max}}$, which is the maximum number of attempted iterations. Otherwise, $L_r(\gamma, \Delta \gamma)$ is determined by drawing a random variable distributed according to the pdf of $L_r(\gamma, \Delta \gamma)$, which can be precomputed by tracking the error-rate as a function of the number of iterations.

Fig. 6.3 shows the outage probability of both MCS selection schemes in the presence of Rayleigh fading when there is no complexity constraint ($C_{\text{max}} = \infty$) and when there is a complexity constraint of $C_{\text{max}} = 50$ Mbit-iterations per second$^2$. As can be seen, using the more conservative CAS scheme greatly reduces the outage probability when complexity is constrained. A non-monotonic behavior is observed in the complexity constrained outage curves. At low SNR channel outage dominates, as the conservative MCSs that must be

---

$^2$The complexity of a typical software turbo decoder requires between 100 and 1,000 floating-point operations per second (FLOPS) for each bit-iteration, depending on the actual implementation [114]. For comparison, modern general-purpose processors support up to 50-200 billion FLOPS.
selected do not have particularly high computational requirements due to having few information bits per TB. However, as the average SNR increases, higher MCSs are selected more frequently and computational outage begins to dominate due to the additional computational burden associated with their larger payloads. However, at very high average SNR, the instantaneous SNR is often much higher than the selection threshold for the highest MCS and the CBs for that MCS will usually be successfully decoded after just one or two iterations, which is not enough load to trigger a computational outage.

In a complexity constrained system, the advantage of a complexity aware MCS selection is a reduction in outage probability, but its disadvantage is a loss in the raw throughput. However, if the outage probability is sufficiently lower, the effective throughput may be higher despite the reduced raw throughput. This can be seen in Fig. 6.4, which shows the effective throughput as a function of average SNR for the same cases that were shown in Fig. 6.3. The loss in effective throughput due to the complexity constraint is evident in the figure, but much of this loss can be recovered by using complexity aware MCS selection; i.e., the throughput curve for CAS is up to 9 dB higher than the curve for MRS.
Outage in a Network

Now consider a network with $N_{\text{total}}$ BSs, where $N_{\text{total}}$ could be arbitrarily large. Unlike the single-cell scenario, there is co-channel interference on the uplink due to active UEs in adjacent cells. For illustrative purposes, consider the network with $N_{\text{total}} = 129$ shown in Fig. 6.5 which is a segment of an actual deployment by a major provider in the UK at 1800 MHz. Furthermore, the processing of the $N_{\text{cloud}} = 8$ cells highlighted in yellow is considered. Two options are examined: i) centralized processing (CP), where the signals from all $N_{\text{cloud}}$ cells are processed in the cloud; ii) and local processing (LP), where the signals at each BS are locally processed.

Assume that the UEs are distributed according a PPP with intensity $\lambda$ users per km$^2$. BS $Y_i$ serves a cell with area $|A_i|$. The number of UEs in $Y_i$’s cell is a Poisson variable with mean $\lambda |A_i|$. While the SC-FDMA uplink channel is partitioned into a plurality of RBs that could be allocated to different users, similar to Chap. 5, it is assumed that all of the available resources of a particular subframe are allocated to a single UE. When there is more than one user in $Y_i$’s cell, then one of the users is selected at random to transmit on the uplink. The likelihood of a transmitting user in $Y_i$’s cell is the complement of the void probability.
Thus, there will be a UE transmitting to $Y_i$ with probability $1 - \exp(-\lambda |A_i|)$, and when there is a transmission, the location of the user is uniform within the cell. The location of the UE transmitting to $Y_i$ is denoted by $X_i$. Fractional power control policy is adopted, and it is assumed that $s = 0.1$. For this scenario,

$$\gamma_j = \frac{g_{ij}|Y_j - X_j|^{\alpha(s-1)}}{\text{SNR}^{-1} + \sum_{i \neq j} g_{ij}|Y_j - X_i|^{-\alpha} |Y_i - X_i|^{\alpha s}}. \tag{6.1}$$

As in the single-cell case described in Section 6.1.1, the throughput is determined with the assistance of a Monte Carlo simulation. During each trial, which corresponds to a subframe, a UE is placed at random in the $i^{th}$ cell with probability $1 - \exp(-\lambda |A_i|)$. Once the UEs are placed, the fading coefficients $\{g_{i,j}\}$ are drawn from an exponential distribution and the SINR at each BS in the cloud group is computed according to \eqref{6.1}. The TBs that are in a channel outage are identified and the computational effort $C(\gamma_i, \Delta \gamma)$ for each TB is determined as before.

Both LP and CP are considered. In the LP case, if $C(\gamma_i, \Delta \gamma) > \bar{C}_{\text{max}}$ for a given TB, then it is considered to be in an outage. For the CP case, if \eqref{5.6} is violated, then an outage occurs in at least one of the uplink TBs. Scheduling in the virtual BS pool is assumed to
process the signals with low SINR first. This allows those TBs that are sent at a low MCS and hence have a lower complexity requirement, to be first decoded, and the TBs that fail are the ones that were sent at the highest MCSs.

Fig. 6.6 shows the sum throughput, which is the sum of the effective throughputs in each cell of the cloud group, as a function of the per-BS complexity constraint $C_{\text{max}}$ with the two MCS-selection policies. The plot was generated assuming a UE density of $\lambda = 0.1$, path loss exponent $\alpha = 3.7$, and average SNR $\text{SNR} = 20$ dB. As can be seen, CP is much more computationally efficient than LP. For the same complexity constraint, the throughput of CP is significantly higher than it is with LP. The computational diversity advantage of CP is evident from its steeper curve. Alternatively, the complexity constraint required to achieve a desired throughput is much lower for CP than it is for LP. These behaviors confirm the computational diversity benefits of cloud processing. Furthermore, there is a benefit to using the more conservative CAS policy for the LP system. For the CP system, CAS is beneficial as long as $C_{\text{max}} \leq 40$ Mbit-iter/s; for systems with less of a complexity constraint MRS is better.

Fig. 6.7 shows the effect of UE density $\lambda$ on the sum throughput. Again, $\alpha = 3.7$, and the
average $\text{SNR} \ \Gamma = 20 \ \text{dB}$. The figure shows results for $\text{CP}$ both with no complexity constraint ($C_{\text{max}} = \infty$) and with a constraint of $C_{\text{max}} = 30 \ \text{Mbit-iter/s}$. The two $\text{MCS}$ selection policies are again considered. When there is no complexity constraint, the sum throughput rises with $\lambda$. In this case, the throughput of $\text{MRS}$ is higher than $\text{CAS}$. However, when there is a complexity constraint, throughput falls with higher values $\lambda$ when $\text{MRS}$ is used. This is due to a high prevalence of computational outages in heavily loaded systems. However, if the more conservative $\text{CAS}$ policy is used, performance is approximately the same as if there were no complexity constraint. This confirms the effectiveness of using a more conservative $\text{MCS}$ selection policy in dense networks.

### 6.2 Optimal MCS Scheduling Policies

The $\text{CAS}$ scheduler presented in the previous section was heuristically designed with no claims of optimality. This section takes a more formal approach to the derivation of a scheduler with the objective of maximizing the sum-rate under complexity constraints. This section derives in Sec. 6.2.1 an optimal water-filling scheduling policy when the rates are
drawn from a continuum of possible rates. Next, in Sec. 6.2.2 the optimization is modified to account for the more practical case of having an MCS scheme with only finite number of possible rates to pick from. In Sec. 6.2.3, an alternative low-complexity resource-allocation strategy is proposed that is based on an intuitive complexity cut-off approach. Finally, this section concludes by evaluating the performance of the proposed schedulers using a system-level simulator, which is complaint with the 3GPP LTE standard.

6.2.1 Max-Rate Optimization Problem

Let \( R_i = \{R_1, \ldots R_{N_c}\} \) be the set of rates allocated to each uplink for the \( i^{th} \) resource allocation strategy. Then, the set \( R^* = \{R_1, \ldots R_{N_A}\} \) with \( N_A \leq N_{R_c} \) denotes the set of all feasible rate allocations.

Suppose that the Cloud-RAN platform supports a maximum computational complexity such that \( \sum C_k \leq N_{\text{cloud}} C_{\text{max}} \). Further, assume that the set of allocated rates may be drawn from a continuum of possibilities. Our objective is to maximize the sum-rate of the system while avoiding any computational outage, which can be formalized as follows:

\[
R_{\text{opt}} = \arg \max_{R \in R'} \sum_{R_k \in R} R_k,
\]

\[
\text{s.t. } \sum_{R_k \in R} C_k (\gamma_k, \Delta \gamma) \leq N_{\text{cloud}} C_{\text{max}}.
\]

where \( C_k (\gamma_k, \Delta \gamma) \) is given by (5.3) and \( R' \) is the set of all rate allocations satisfying \( 0 \leq R_k \leq \log(1 + \gamma_k) \) for all \( k \).

This scheduling problem implies a trade-off between the invested computational complexity and the gained achievable rates. In order to solve (6.2), the partial derivative \( \partial C_k (\gamma_k, \Delta \gamma) / \partial R_k \) is required, which determines how much the computational complexity varies when the data rate is changed. However, the derivative of \( C_k (\gamma_k, \Delta \gamma) \) is rather complex and difficult to apply in this optimization problem. Let recall the term \( l_k (\gamma_k, R_k) \) defined in Appendix 5.1, and let use that fact that from (5.1) \( \mathcal{R} (\gamma_k^R, \Delta \gamma) = R_k \), then

\[
l_k (\gamma_k, R_k) = \log_2 (1 + \gamma_k) - R_k.
\]
Apply a piecewise linearization to (6.3), yields

\[ l(\gamma_k, R_k) \approx e_k R_k + g_k \quad (6.4) \]

where

\[ e_k = \left. \frac{\partial l(\gamma_k, R_k)}{\partial R_k} \right|_{R_k} = -\frac{1}{\log(2) \log(2) (1 + \gamma_k) - R_k} \]

\[ g_k = \log_2(\log_2(1 + \gamma_k) - R_k) - e_k R_k. \]

Using (6.4), we can rewrite (5.3) as

\[ C_k(\gamma_k, \Delta \gamma) = v_k R_k^2 + o_k R_k \quad (6.5) \]

where

\[ v_k = -\frac{2e_k}{\log_2(\zeta - 1)} \]

\[ o_k = \frac{1}{\log_2(\zeta - 1)} \left[ \log_2 \left( \frac{\zeta - 2}{K(\hat{E}_{\text{channel}})\zeta} \right) - 2g_k \right]. \]

**Theorem 6.2.1** The solution to the rate allocation problem in (6.2) can be well approximated by

\[ R_k = \frac{1}{2v_k} \left( \frac{1}{\eta} - o_k \right)^+ \quad (6.6) \]

where \( 0 \leq \eta \leq 1/o_k \) and \( \sum_{R_k \in R} C_k(\gamma_k, \Delta \gamma) \leq N_{\text{cloud}} C_{\text{max}}. \)

The proof follows similar arguments and methodology of the power allocation problem [115], which leads to the well known water-filling method.

The details of the derivation are provided in Appendix F.

In (6.6) the parameter \( 1/\eta \) determines the water-level, which decides whether a UE is served or not, while \( o_k \) it is the cost (in terms of complexity) of transmitting. If the difference between the selected rate \( R_k \) and the capacity \( \log(1 + \gamma_k) \) is small, then the term \( o_k \) becomes very large (due to the large slope of \( e_k \)). Hence, the UE is unlikely to be served. The parameter \( v_k \) scales the rate, i.e. if again the rate \( R_k \) operates close to capacity, \( v_k \) will be also very large and therefore scales down the assigned data rate in order to reduce the necessary computational complexity.
6.2.2 Application to Limited Number of Rates and Multiple Users

The solution of (6.2) provided by Theorem 6.2.1 is not practical in the more realistic case that the allocated rate must be drawn from among a finite set of discrete MCS levels. Assume now that the allocation is over the set $R^*$ of feasible discrete allocations. The discretized allocation may be stated as:

$$R_k = \begin{cases} \frac{1}{2v_k} \left( \frac{1}{\eta} - o_k \right) \\ \sqrt{\frac{C_k(\gamma_k, \Delta \gamma)}{v_k}} + \left( \frac{o_k}{2v_k} \right)^2 - o_k \end{cases}$$

(6.7)

(6.8)

where (a) follows from Theorem 6.2.1 assuming that $0 \leq \eta \leq 1/o_k$ and (b) results from (6.5), assuming there is no constraint on the computational complexity.

Combining (6.7) and (6.8), it can be further stated that

$$\frac{1}{\eta} \geq 2v_k \sqrt{\frac{C_k(\gamma_k, \Delta \gamma)}{v_k}} + \left( \frac{o_k}{2v_k} \right)^2$$

(6.9)

$$= \sqrt{4v_kC_k(\gamma_k, \Delta \gamma) + o_k^2}$$

(6.10)

which gives the required water-level for each user.

Following from (6.10) and (F.8) ($\eta > 1/o_k \implies R_k = 0$), yields

$$\sqrt{4v_kC_k(\gamma_k, \Delta \gamma) + o_k^2} \geq o_k \implies R_k = 0$$

(6.11)

which is a condition that makes sure that the computational resources released are invested to those users, which can be served with higher assignable rates.

Another drawback of (6.2) is that it does not assign the computational resources in a fair manner. In particular, the aforementioned solution always favors those users that have a higher SINR and it allows them to transmit at the highest rates, as can be seen from function $l_k(\cdot, \cdot)$, while the other users might be dropped.

In order to schedule the rates more fairly from the set of allowed values, the following iterative procedure can be used:

1. Initialization:
(a) Set $\mathbf{R}$ such that each user $k$ receives the maximum possible rate $R_k$.

(b) Set $R_k = 0$ for all users for which (6.11) is satisfied.

2. Recursion: If $\sum_{k \in \mathcal{R}} C_k (\gamma_k, \Delta \gamma) > N_{\text{cloud}} C_{\text{max}}$ then

(a) Compute (6.10) for each user and select $k^*$ user with the highest value:

$$k^* = \arg \max_k \sqrt{4 \alpha C_k (\gamma_k, \Delta \gamma) + \sigma_k^2}.$$ 

(b) Decrease the rate for user $k$ to the next lower MCS and update $\mathbf{R}$ accordingly.

3. Decision:

(a) Halt the process if $\sum_{k \in \mathcal{R}} C_k (\gamma_k, \Delta \gamma) \leq N_{\text{cloud}} C_{\text{max}}$. Otherwise, go back to step 2.

4. Attempt to serve dropped users:

(a) Find the users for which $R_k = 0$ and among them find $k^*$ such that

$$k^* = \arg \max_k \sqrt{4 \alpha C_k (\gamma_k, \Delta \gamma) + \sigma_k^2}.$$ 

(b) Assign to the user $k^*$ the rate provided in 1.a and update $\mathbf{R}$ accordingly.

(c) Halt the process if $\sum_{k \in \mathcal{R}} C_k (\gamma_k, \Delta \gamma) \geq N_{\text{cloud}} C_{\text{max}}$, otherwise go back to 4a. If

$$\sum_{k \in \mathcal{R}} C_k (\gamma_k, \Delta \gamma) > N_{\text{cloud}} C_{\text{max}}$$

set $R_{k^*} = 0$, and update $\mathbf{R}$ accordingly.

In the previously described method, step 1-3 iteratively reduce the MCS for the user with the highest value of (6.10), until the complexity constraint is satisfied. Step 4 attempts to assign eventual remaining computational resources to those users that were dropped even though their MCS were sufficiently high. In the following, this process is called scheduling with water-filling (SWF) \cite{11}.

### 6.2.3 Complexity Cut-Off

This sub-section introduces a slightly simpler and intuitive scheduling method. Instead of applying (6.6), which requires the linearization described in (6.4) in order to determine
the parameters \( v_k \) and \( o_k \), we select the users with the highest complexity and reduce their 
MCS (and associated rate \( R_k \)) until the sum-complexity constraint \( N_{\text{cloud}C_{\text{max}}} \) is fulfilled. In this case an iterative method, similar to the one described in Sec. 6.2.2 can be used, which works as follows:

1. Initialization: Set \( R \) such that each user \( k \) receives the maximum possible rate \( R_k \),

2. Recursion: If \( \sum_{R_k \in R} C_k(\gamma_k, \Delta \gamma) > N_{\text{cloud}C_{\text{max}}} \) then
   
   (a) Select the user \( k^* \) with the highest complexity: \( k^* = \arg\max_k C_k(\gamma_k, \Delta \gamma) \).
   
   (b) Decrease the rate for user \( k \) to the next lower \text{MCS} and update \( R \) accordingly.

3. Decision: Halt the process if \( \sum_{R_k \in R} C_k(\gamma_k, \Delta \gamma) \leq N_{\text{cloud}C_{\text{max}}} \). Otherwise, go back to step 2.

As the result of this procedure, a rate allocation \( R \subset R^* \) is obtained, which satisfies the complexity constraint and always reduces the rate of those users that require the higher complexity. The main difference to the previously discussed allocation algorithm is that this is not necessarily sum-rate optimal. However, it is still very efficient as it is discussed in the following of this section. In the following, this method is called \textit{scheduling with complexity cut-off} (SCC) \footnote{116}.

### 6.2.4 Numerical Results

In this sub-section, the performance of the proposed rate allocation strategies are compared in terms of complexity and sum-rate. Furthermore, the performance of \textit{SWF} and \textit{SCC} are compared against \textit{MRS}. The comparisons are made by using a system-level simulator that is compliant with the 3GPP \textit{LTE} standard. In the following, it is assumed \( L_{\text{max}} = 8 \) and the complexity model parameters \( \{\zeta, K', \nu\} \) are chosen as in Chap. 5 \footnote{5} for an objective channel constraint \( \hat{\epsilon}_{\text{channel}} = 0.1 \). For illustrative purposes, consider the same network used in Sec. 6.1.1 and shown in Fig. 6.5. Again it is assumed block Rayleigh fading, the UEs are distributed according to a PPP with intensity \( \lambda \), a fractional power control policy is adopted...
with $s = 0.1$, a distance-dependent path loss model is used with $\alpha = 3.7$, and average SNR $\text{SNR} = 20 \text{ dB}$.

The sum-rate and the sum-complexity of the system are used in the following as performance metrics to compare the proposed allocation strategies with MRS. Both performance metrics are evaluated through simulations for each of the allocation strategies under examination as follows. During each trial, a UE is placed at random in the $k^{th}$ cell with probability $1 - \exp(-\lambda |A_k|)$. Once the UEs are placed, the fading coefficients are drawn from an exponential distribution and the SNR at each of the $N_{\text{cloud}}$ BSs is computed. By applying a given allocation strategy, we find the selected MCS for each BS and the corresponding rate based on the quality of the channel. Using (5.3), the complexity required to process the uplink signal of each UE is evaluated. The sum-rate and sum-complexity are now computed by summing up respectively the rates and complexity for all $N_{\text{cloud}}$ BSs. Once the allocation algorithm is applied, if $\sum_k C_k(\gamma_k, \Delta \gamma) > N_{\text{cloud}}C_{\text{max}}$, a computational outage occurs and the sum-rate is set to zero.

Fig. 6.8 shows the CDFs of both the achieved sum-rate and the required computational complexity over $N_{\text{cloud}} = 8$ BSs. The figure shows the curves for both SWF and SCC when the system is designed such that $\epsilon_{\text{comp}} = 10\%, 1\%, 0.1\%$ computational outage holds (the notches in the magnification of Fig. 6.8(a) show the corresponding value of $N_{\text{cloud}}C_{\text{max}}$). Fig. 6.8 shows as a benchmark the curve for the unconstrained case, which selects the maximum possible rate that can be used since there is no computational constraint. Fig. 6.8(a) shows that a stronger constraint on the available computational resources implies higher computational outage. More importantly, this figure highlights that while the required computational complexity is significantly reduced by dimensioning the system to a higher computational outage, the sum-rate only decreases slightly for both SWF and SCC i.e. the average sum-rate only decreases by $\approx 0.28\%$ for $\epsilon_{\text{comp}} = 10\%$ and by $\approx 0.07\%$ for $\epsilon = 0.1\%$.

This shows the efficiency of the proposed schedulers, which impact the achievable sum-rate only marginally, while they reduce the required computational resources significantly. Furthermore, Fig. 6.8 shows that the introduced schedulers are able to completely avoid any computational outage, which would lead in the worst case to drop the connection to the UEs. Even if one solution could be to dimension the system for a very low computational outage,
The system is designed such that $\epsilon_{\text{comp}} = 10\%, 1\%, 0.1\%$ and the curves are indicated by solid, dashed, and dash-dotted lines, respectively. The vertical lines in the magnification of Fig. 6.8(a) show the corresponding value of $N_{\text{cloud}}C_{\text{max}}$ used.

i.e. $\epsilon_{\text{comp}} = 10^{-6}\%$, the drawback is that the system will be significantly over-provisioned and most of the time the allocated resources are under-utilized. By contrast, these proposed
schedulers allow to avoid computational outage, while maintaining a high server utilization.

Fig. 6.9 shows the sum-rate as a function of the number of BSs, which are centrally
processed at the Cloud-RAN platform. The performance figures are shown for SWF and SCC as well as for MRS, which does not account for the computational constraint. Fig. 6.9 shows the impact of the computational outage targets on the different schedulers. As it can be noticed, for all values of $N_{\text{cloud}}$, the impact of the constraint on the computational resources is marginal for the computational aware schedulers. By contrast, as $\epsilon_{\text{comp}}$ increases, the impact on a system, which uses MRS, increases linearly with $\epsilon_{\text{comp}}$ due to the increasing computational outage. Furthermore, the magnification in Fig. 6.9 shows that there is only a marginal difference between SWF and the SCC, emphasizing the fact that the less complex SCC algorithm achieves almost the same performance as SWF.

In mobile networks, it may happen that the traffic demand differs significantly over time. In this case the system experiences traffic peaks, e.g. when many people leave or join the metro or an event. This may lead to cases where the system experiences a higher computational outage than it was designed for. Fig. 6.10 shows the sum-rate of SWF, SCC and MRS as function of the density of UEs per Km$^2$ when the maximum computational resources available lead to a computational outage of 10% and 0.1% in the case of $\lambda = 0.5$ UEs/Km$^2$. Fig. 6.10 shows the ability of our proposed schedulers to provide services to all the users while slightly reducing the system-throughput. Furthermore, it is shown that the proposed scheduling algorithms are able to accommodate the increasing traffic demand, while the MRS suffers gradually from the higher computational outage.

6.3 Chapter Summary

Computational limitations in mobile wireless networks have a significant impact on the network performance. Such computational limitations are of particular interest to small-cell networks, where BSs are computationally limited due to economic constraints. The computational constraints are also of fundamental importance to the design of Cloud-RAN architectures, and in the management of the resources available.

The first part of this chapter introduced an heuristic selecting policy for MCS selection. By intentionally selecting a lower MCS value, the computational demand of the system is reduced and the effective throughput increases due to a reduction in computational outage.
The second part of this chapter formulated a new analytical framework, which follows from Chap. 5, and solves the user rate allocation problem under the assumption of limited computational resources in a centralized cloud platform. The underlying optimization problem can be solved with an adapted water-filling approach, making it feasible to fulfill the strict timing requirements of the wireless access. This chapter further shows that an intuitive complexity-cut-off approach delivers near-to-optimal results as well. Finally, the numerical evaluation confirms that meeting computational complexity constraints does not lead to significant penalties in terms of throughput, a fact which highlights the applicability of the approach in practical systems.
Chapter 7

Frequency-Hopping: Optimization in Ad Hoc Networks

The new generation of wireless networks are expected to use a large number of new advanced technologies in order to reduce the deployment costs, decrease power consumption, support the constant and exponential growth of the data traffic, and enhance the overall throughput of the network. In this context, the well known technology of FH will also play a very important rule, since it can improve the performance of the network by adding an additional degree of diversity that will mitigate the effect of frequency-selective fading and prevent a near-far problem. Furthermore, FH will provide an additional way to further reduce the effect of interference.

This chapter, after providing a brief introduction about this technology and its benefits, introduces the concept of modulation-constrained area spectral efficiency (MASE), which is a form of ASE that accounts for the modulation format used. Two rate allocation policies are considered, and for each one, a methodology is provided for analyzing and optimizing FH ad hoc networks in the presence of Nakagami fading and shadowing with interfering devices drawn from an arbitrary point process. In this chapter, it is assumed that the system uses a capacity-approaching code (e.g., turbo or LDPC) and non-coherent binary CPFSK modulation, which is the preferred modulation for FH systems. Although CPFSK has a compact spectrum, some of the signal power inevitably splatters into adjacent frequency channels, thereby causing ACI. The amount of ACI is controlled by setting the fractional in-
band power; i.e., the fraction of the signal power that lies within the band of each frequency channel, which is often selected arbitrarily.

The chapter first considers the case when a common rate is used among the network. In this case, the optimization is performed with the aim of maximizing the MASE over the number of hopping channels, modulation index, code rate and fractional in-band power, which are jointly optimized for a given channel model and spatial distribution of the interfering devices.

Since in an ad hoc network interferers might move, join, or leave, under the aforementioned scenario there is a potential for wide swings in the outage probability. This results in an unacceptably large delay jitter when a retransmission protocol is used and might lead to outage probabilities that are not acceptable for some modern systems. In order to overcome this issue, while it is not desirable to change the number of frequency-hopping channels, the modulation index, or the fractional in-band power, link adaptation should be performed in an effort to meet a constraint on outage probability. The last part of this chapter focuses on adaptive FH systems, where the rate is adjusted in order to meet the performance objective, while the modulation format is optimized according with the channel model and spatial distribution of the interfering devices in order to maximize the throughput of the network.

### 7.1 Outage Analysis of Frequency-Hopping Networks

An ad hoc network or peer-to-peer network comprises autonomous systems that communicate without a centralized control or assistance. Ad hoc networks include mobile communication networks that possess no supporting infrastructure, fixed or mobile; usually each device has identical signal processing capability.

FH spread spectrum is a versatile channel access strategy for ad hoc networks. With a transmitter and its receiver periodically hop within a large set of frequency channels over a given bandwidth according to a specific pseudo-random algorithm. When the transmitter and the receiver remain tuned to the same center frequency, they are able to communicate. FH can exploit a much wider bandwidth than is possible with a single carrier frequency, and the band can be divided into noncontiguous segments. Fig. 7.1 illustrates the
bandwidth usage for a transmitter in a FH spread spectrum system, when the bandwidth is divided into \( L = 7 \) contiguous frequency channels, among which a transmitter switches from time to time to perform a transmission.

Furthermore, FH provides inherent resistance to the near-far problem, without requiring power control. These advantages are decisive in many applications, and FH may be added to almost any communication system to strengthen it against interference or fading. Thus, FH may be applied to the set of carriers used in a multicarrier DS-CDMA system or the subcarriers of an OFDMA system. For instance, in the LTE cellular communication system, FH is used to randomize the channel assignment from one slot to the next.

### 7.1.1 Network Model

Consider an ad hoc network that use an ALOHA-type multiple-access protocol and CPFSK modulation, which is commonly used for this type of system, since it has a very compact spectrum and produces little spectral splatter. CPFSK modulation is characterized by its modulation order, i.e., the number of possible tones, and by its modulation index \( h \),

---

**Figure 7.1:** Illustration of the bandwidth usage in a FH spread spectrum system.
which is the normalized tone spacing.

This chapter adopts a similar network model of Sec. 2.1. The network is composed of \( M + 2 \) devices, which are distributed within an annular region of outer radius \( r_{\text{out}} \) and inner radius \( r_{\text{in}} \): a reference receiver which is located at the center of the arena, a reference transmitter \( X_0 \) and \( M \) potential interferers \( \{X_1, \ldots, X_M\} \). The nonzero \( r_{\text{in}} \) models an exclusion zone, which represents the minimum distance to a potential interferer that is imposed by the multiple-access protocol or constraints on the placement of the devices. The channel access is through a slow frequency-hopping protocol. Assume a distance-dependant power law, and presence of fading and shadowing. In particular, assume that the set of power gains due to fading remains fixed for the duration of a hop, but vary independently from hop to hop. An overall spectral band of \( B \) Hz is divided into \( L \) contiguous frequency channels, each of bandwidth \( B/L \) Hz. The devices independently select their transmit frequencies with equal probability. The source or reference transmitter \( X_0 \) selects a frequency channel at the edge of the band with probability \( 2/L \) and a frequency channel not at the edge with probability \((L-2)/L\). Let \( D_i \leq 1 \) be the duty factor of \( X_i \), which is the probability that the device transmits any signal.

Two types of collisions are possible: i) co-channel collisions, which involve the source and interfering device selecting the same frequency channel, and ii) adjacent-channel collisions, which involve the source and interfering device selecting adjacent channels. Let \( p_c \) and \( p_a \) denote the probability of a co-channel collision and an adjacent-channel collision, respectively. Assuming that \( D_i = D \) is constant for every device, \( L_e = L/D \) denotes the equivalent number of frequency channels. If \( X_i, i \geq 0 \), transmits a signal, then it will select the same frequency as \( X_0 \) with probability \( 1/L \). Since \( X_i \) transmits with probability \( D \), the probability that it induces a co-channel collision is \( p_c = D/L \). If \( X_i, i \geq 0 \), transmits a signal, it will select a frequency channel adjacent to the one selected by \( X_0 \) with probability \( 1/L \) if \( X_0 \) selected a frequency channel at the edge of the band (in which case, there is only one adjacent channel), otherwise it will select an adjacent channel with probability \( 2/L \) (since there will be two adjacent channels). It follows that, for a randomly chosen channel, the
probability that $X_i, i \geq 0$, induces an adjacent-channel collision is

$$p_a = D \left[ \left( \frac{2}{L} \right) \left( \frac{L - 2}{L} \right) + \left( \frac{1}{L} \right) \left( \frac{2}{L} \right) \right] = \frac{2D(L - 1)}{L^2}. \quad (7.1)$$

Only a certain percentage of a device’s transmitted power lies within its selected frequency channel. Let $\psi$ represent the fractional in-band power, which is the fraction of power in the occupied frequency channel. For illustrative purposes, Fig. 7.2 shows the power spectral density of minimum-shift keying (MSK) (binary CPFSK with $h = 0.5$) as function of the normalized frequency, and furthermore the 95 and 99-percent power bandwidth are delineated. Assume that a fraction $K_s = (1 - \psi)/2$, called the adjacent-channel splatter ratio, spills into each of the frequency channels that are adjacent to the one selected by a device. For most practical systems, this is a reasonable assumption, as the fraction of power that spills into frequency channels beyond the adjacent ones is negligible, since they are sufficiently separated in frequency.

Under the model described above, the SINR is provided by (2.4), where the normalized received power is

$$\Omega_{i,j} = \begin{cases} \psi 10^{\xi_{0,j}/10} r_{0,j}^{-\alpha} & i = 0 \\ \frac{P_i}{P_0} 10^{\xi_{i,j}/10} r_{i,j}^{-\alpha} & i \geq 1 \end{cases} \quad (7.2)$$

Figure 7.2: Power spectral density of MSK as function of the normalized frequency. Dashed lines delineate starting from the left the 95 and 99-percent power bandwidth.
and $I_i$ is a discrete random variable that may take on three values with the probabilities

$$I_i = \begin{cases} 
\psi & \text{with probability } p_c \\
K_s & \text{with probability } p_a \\
0 & \text{with probability } p_n
\end{cases} \quad (7.3)$$

where $p_n = 1 - p_c - p_a = 1 - D(3L - 2)/L^2$ is the probability of no collision.

### 7.1.2 Conditional Outage Probability

Define the variable $Y_{i,j} = I_ig_{i,j}\Omega_{i,j}$, where $I_i$ is given by (7.3). Taking into account the Nakagami fading and the statistics of $I_i$, the PDF of $Y_{i,j}$ is \[ f_{Y_{i,j}}(y) = p_n\delta(y) + \frac{y^{m_{i,j}}}{\Gamma(m_{i,j})} \left[ p_c\left(\frac{m_{i,j}}{\psi\Omega_{i,j}}\right)^{m_{i,j}} e^{\frac{ym_{i,j}}{\psi\Omega_{i,j}}} + p_a\left(\frac{m_{i,j}}{K_s\Omega_{i,j}}\right)^{m_{i,j}} e^{\frac{ym_{i,j}}{K_s\Omega_{i,j}}} \right]u(y) \quad (7.4) \]

**Theorem 7.1.1** The conditioned outage probability is

$$\epsilon_j(\Omega) = 1 - \exp\left(-\frac{\beta m_{0,j}^{m_{0,j}-1}}{\Omega_0,j^{SNR_t}} \sum_{\mu=0}^{m_{0,j}-1} \frac{\beta m_{0,j}^{m_{0,j}}}{\Omega_0,j^{SNR_t}} \sum_{t=0}^{\mu} \frac{SNR^t}{(\mu-t)!} \sum_{\ell_i\geq0}^{\mu} \prod_{i=1}^{M} G_{\ell_i}(\Omega_{i,j}) \right) \quad (7.5)$$

where

$$G_{\ell_i}(\Omega_{i,j}) = p_n\delta_{\ell_i} + \frac{\Gamma(\ell_i + m_{i,j})}{\ell_i!\Gamma(m_{i,j})} [p_c\phi_{i,j}(\psi) + p_a\phi_{i,j}(K_s)] \quad (7.6)$$

$$\phi_{i,j}(x) = \left(\frac{x\Omega_{i,j}}{m_{i,j}}\right)^{\ell_i} \left(\frac{x\beta m_{0,j}\Omega_{i,j}}{m_{i,j}\Omega_0,j} + 1\right)^{-m_{i,j}+\ell_i}. \quad (7.7)$$

**Proof:** The details of the derivation are the same given in Appendix A, with the only difference that (7.4) is substitute in (A.9).

Notice that if ACI is neglected ($\psi = 1$), (7.5) reduces to (2.9).

### 7.1.3 Spatially Averaged Outage Probability

Assume that a fixed number $M$ of interfering devices are independently and uniformly distributed over the region of area $|\mathcal{A}|$; i.e., that the interfering devices are drawn from a BPP of intensity $\lambda = M/|\mathcal{A}|$. Furthermore, consider an annular region with inner radius $r_{in}$ and outer radius $r_{out}$.
Unshadowed Scenario

Following the same steps as in Sec. 2.3.1 and starting from (7.5), the spatially averaged outage probability for a BPP can be expressed as

\[ \epsilon_j \lambda = 1 - \exp \left( - \frac{\beta m_{0,j}}{\Omega_{0,j} \text{SNR}} \right) \sum_{\mu=0}^{m_{0,j}-1} \left( \frac{\beta m_{0,j}}{\Omega_{0,j} \text{SNR}} \right)^\mu \sum_{t=0}^{\mu} \frac{\text{SNR}^t}{(\mu - t)!} \sum_{i=1}^{M} \prod_{i=1}^{M} \mathbb{E}_\Omega \{ G_{\ell_i} (\Omega_{i,j}) \} \]  

where

\[ \mathbb{E}_\Omega \{ G_{\ell_i} (\Omega_{i,j}) \} = p_n \delta_{\ell_i} + \frac{2^{m_{0,j}} \Gamma(\ell_i + m_{i,j})}{\alpha(\ell_i)!} \left\{ p_c \left[ I \left( \frac{\psi_{c_i}}{r_{\text{out}}^\alpha} \right) - I \left( \frac{\psi_{c_i}}{r_{\text{in}}^\alpha} \right) \right] \right. \] 

\[ \left. + p_a \left[ I \left( \frac{K_{s,c_i}}{r_{\text{out}}^\alpha} \right) - I \left( \frac{K_{s,c_i}}{r_{\text{in}}^\alpha} \right) \right] \right\} \] 

(7.9)

\[ \mathcal{I}(x) = \frac{2 F_1 \left( m_{i,j} + \ell_i + m_{i,j} + \frac{2}{\alpha}; m_{i,j} + \frac{2}{\alpha} + 1; \frac{\beta m_{0,j}}{\Omega_{0,j} \text{SNR}} \right) x^{m_{i,j} + \frac{2}{\alpha}} (m_{i,j} + \frac{2}{\alpha})}{x^{m_{i,j} + \frac{2}{\alpha}} (m_{i,j} + \frac{2}{\alpha})}. \] 

(7.10)

Log-Normal Shadowing

In the presence of log-normal shadowing the coefficient \( \{ \xi_{i,j} \} \) are independent and identically distributed zero-mean Gaussian with standard deviation \( \sigma_s \) dB. The spatially average outage probability can be obtained from (7.8) by following the same steps as in Sec. 2.3.1. In particular by bringing all the terms that are function of \( \Omega \) inside the product, and averaging over it, it follows that

\[ \epsilon_j \lambda = 1 - \sum_{s=0}^{m_{0,j}-1} \sum_{t=0}^{\mu} \frac{\text{SNR}^t}{(s - t)!} \sum_{i=1}^{M} \prod_{i=1}^{M} \mathbb{E}_\Omega \left\{ \exp \left( - \frac{\beta m_{0,j}}{\Omega_{0,j} \text{SNR}} \right) \right\} \] 

\[ \times \left\{ \int_0^\infty \exp \left\{ - \frac{\beta m_{0,j}}{\psi \text{SNR}} \right\} \left( \frac{\beta m_{0,j}}{\psi \text{SNR}} \right)^s f_{\Omega_{0,j}} (y) dy \right\} \] 

(7.11)
where
\[
\phi_{i,j}(y, \chi) = \frac{\Gamma(\ell_i + m_{i,j})}{\ell_i! \Gamma(m_{i,j})} \int_0^\infty f_{n_{i,j}}(\omega) \left( \frac{\chi \omega}{m_{i,j}} \right)^{\ell_i} \left( \frac{\chi \beta m_{0,j} \omega}{\psi m_{i,j} y + 1} \right)^{-(m_{i,j} + \ell_i)} d\omega. \tag{7.13}
\]

The integral in (7.13) can be evaluated numerically by Simpson’s method, which provides a good tradeoff between accuracy and speed, while the integral in (7.12) can be evaluated through Monte Carlo simulation.

### 7.2 Modulation-Constrained Area Spectral Efficiency

When written as a function of \( \lambda \), the spatially averaged outage probability \( \epsilon_j(\lambda) \) is often constrained to not exceed a maximum value \( \hat{\epsilon}_{\text{channel}} \in [0, 1]\); i.e., \( \epsilon(\lambda) \leq \hat{\epsilon}_{\text{channel}} \). Under such a constraint on the channel outage, the maximum density of transmissions is quantified by the ASE, which is

\[
S_{\text{ase}}(\zeta) = \epsilon^{-1}(\hat{\epsilon}_{\text{channel}})(1 - \hat{\epsilon}_{\text{channel}}) T_{\text{raw}} \tag{7.14}
\]

where \( T_{\text{raw}} \) is the raw per-link throughput in the absence of an outage, \( \epsilon^{-1}(\hat{\epsilon}_{\text{channel}}) \) is the density of the underlying process whose spatially averaged outage probability satisfies the constraint \( \epsilon(\lambda) \leq \hat{\epsilon}_{\text{channel}} \), with equality\(^1\), and \( (1 - \hat{\epsilon}_{\text{channel}}) \) ensures that only successful transmissions are counted.

The ASE embodies the tradeoff between the outage probability and spatial density. In (7.14), the tradeoff is quantified by fixing \( \epsilon \) and varying \( \lambda \). An alternative representation, which is more applicable to the approach taken in this chapter, is to fix \( \lambda \) and allow \( \epsilon \) to vary. This allows the ASE to be expressed as a function of \( \lambda \),

\[
S_{\text{ase}}(\lambda) = \lambda [1 - \epsilon(\lambda)] T_{\text{raw}}. \tag{7.15}
\]

As originally defined in [75], the ASE is a function of the SINR threshold \( \beta \) and is found without making any assumptions about the type of modulation or channel code. In practice, \( \beta \) is a function of the modulation and coding that is used. Let \( C(\gamma) \) denote the maximum achievable rate, in bps, that can be supported by the chosen modulation at an

\(^1\)Since \( \epsilon \) is a monotonically increasing function of \( \lambda \), the ASE is maximized when the constraint \( \epsilon \leq \hat{\epsilon}_{\text{channel}} \) is met with equality.
The symmetric-information rate $C(h, \gamma)$ of noncoherent binary CPFSK with modulation indices $h = [0.2, 0.4, 0.6, 1]$. The markers were found through Monte Carlo integration while the curves are a polynomial fit.

Figure 7.3: The symmetric-information rate $C(h, \gamma)$ of noncoherent binary CPFSK with modulation indices $h = [0.2, 0.4, 0.6, 1]$. The markers were found through Monte Carlo integration while the curves are a polynomial fit.

instantaneous SINR of $\gamma$ assuming equally likely input symbols; i.e., it is the modulation-constrained capacity or symmetric-information rate. If a capacity-achieving rate-$R$ code is used, then an outage will occur when $C(\gamma) \leq R$. Since $C(\gamma)$ is monotonic, it follows that $\beta$ is the value for which $C(\beta) = R$, and therefore it can be written that $\beta = C^{-1}(R)$. If it is assumed that each codeword is transmitted using one hop, then the outage probability with SINR threshold $\beta = C^{-1}(R)$ provides an accurate prediction of the codeword error rate 74.

FH systems often use noncoherent CPFSK 74, 120. As already mentioned, a key parameter in CPFSK systems is the modulation index $h$, which represents the relative spacing between tones. To emphasize the dependence of the capacity on $h$, $C(h, \gamma)$ denotes the symmetric-information rate of CPFSK with modulation index $h$. The symmetric-information rate of noncoherent CPFSK is given in 120 for various $h$, and is found by computing the average mutual information between the channel input and the output of the noncoherent AWGN channel. In a noncoherent system, the mutual integration integral cannot be solved in closed form and is most effectively found using Monte Carlo integration. Fig. 7.3 which is adapted from Fig. 1 of 120, shows the symmetric information rate of binary CPFSK as a function of $\gamma$ for various $h$. In the figure, Monte Carlo integration is used to obtain the
symmetric information rate at discrete values of $\gamma$, and a polynomial fit is used to determine the other values. For any value of $h$, the value of the SINR threshold $\beta$ can be found from the corresponding curve by finding the value of $\gamma$ for which $C(h, \gamma) = R$. For instance, when $R = 1/2$ and $h = 1$, the required $\beta = 3.7 \text{ dB}$. In [121], it was found that in practice, and over a wide range of code rates, turbo-coded noncoherent CPFSK is consistently about 1 dB away from the corresponding modulation-constrained capacity limit. Thus, the $\beta$ required in practice will generally be higher than the value obtained from the capacity limit by a small margin. For instance, if the actual system requires a 1 dB margin over the capacity limit, then the SINR threshold for noncoherent binary CPFSK with $R = 1/2$ and $h = 1$ should be set to $\beta = 4.7 \text{ dB}$.

When accounting for modulation and coding, the maximum data transmission rate is determined by the bandwidth $B/\mathcal{L}$ of a frequency channel, the fractional in-band power $\psi$, the spectral efficiency of the modulation, and the code rate. Let $\eta$ be the spectral efficiency of the modulation, given in symbols per second per Hz, and defined by the symbol rate divided by the 100$\psi$%-power bandwidth of the modulation. Since many symbols per hop are assumed, the spectral efficiency of CPFSK can be found by numerically integrating (3.4-61)
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of [122] and then inverting the result. Fig. [7.4] shows the bandwidth efficiency $B_{\text{eff}}$ (Hz/bps), which is the inverse of the spectral efficiency, as function of the modulation index $h$ for four different values of the fractional in-band power $\psi$. To emphasize the dependence of $\eta$ on $h$ and $\psi$, the spectral efficiency of CPFSK is denoted as $\eta(h, \psi)$. When combined with a rate-$R$ code, the spectral efficiency becomes $R\eta(h, \psi)$ bps per Hertz (bps/Hz), where $R$ is the ratio of information bits to code symbols. Since the signal occupies a frequency channel with 100$\psi$%-power bandwidth $B/L$ Hz, the maximum data rate in bps supported by a single link operating with a duty factor $D$ is

$$T_{\text{raw}} = \frac{RD\eta(h, \psi)B}{L}.$$  \hfill (7.16)

Substituting (7.16) into (7.15) and dividing by the system bandwidth $B$ gives the normalized and spatially averaged MASE

$$S'_{\text{ave}}(\lambda) = \frac{\lambda RD\eta(h, \psi)[1 - \epsilon(\lambda)]}{L}$$  \hfill (7.17)

which assumes units of bps/Hz per unit area. In contrast with (7.15), this form of ASE explicitly takes into account the code rate $R$, the spectral efficiency of the modulation $\eta(h, \psi)$, and the number of frequency channels.

### 7.3 Optimization and Rate Allocation Policies

In this section two different rate allocation policies are considered. First, Sec. 7.3.1 assumes that a common rate is chosen and an optimization methodology is described to jointly and efficiently find the rate, modulation characteristics, and number of hopping frequencies that maximize the throughput of the system. The description of the optimization method is followed by several examples that highlights the effectiveness of the optimization. Sec. 7.3.2 assumes that the network is able to perform rate adaptation [123] based on the quality of the channel in order to meet a specific constraint on the channel outage. Similar to the previous subsection, an optimization methodology is provided that finds the modulation characteristics that maximize the MASE and this methodology is applied to several cases to emphasize the benefit of the optimization.
7.3.1 Fixed Rate Optimization

Let $\theta = \{L, R, h, \psi\}$ and $C_{\text{cost}}(\theta)$ represent a cost function. The goal of the network optimization is to determine the $\theta$ that minimizes an appropriate cost function. Fix the value of $\lambda$, and let $S_{\text{asc}}'(\theta)$ represent the normalized MASE at that $\lambda$ as a function of $\theta$. Furthermore, $C_{\text{cost}}(\theta) = -S_{\text{asc}}'(\theta)$ is chosen as cost function so that the optimization maximizes the normalized MASE. For instance,

$$S_{\text{opt}}' = \max_{\theta} S_{\text{asc}}'(\theta).$$

(7.18)

Downhill Simplex Optimization

After an initial study of the optimization surface [47, 124], which has been done by performing an exhaustive evaluation of $S_{\text{asc}}'(\theta)$ over a large set of discretized $\theta$, it is found that it is convex. Because of this property of the optimization problem, a more efficient search technique can be used. However, since $S_{\text{asc}}'(\theta)$ is a complicated nonlinear function of $\theta$, it is difficult to obtain analytical or numerical derivatives. For this reason, a direct search is preferred over a gradient search. In particular, the Nelder-Mead method of downhill simplex optimization [125] is an appropriate and efficient solution for this optimization problem.

In four dimensions, the Nelder-Mead method works by evaluating the cost function $C(\theta)$ at the five corners of a pentachoron; i.e., a 4-dimensional convex regular polytope or hyper-pyramid. After each iteration, one corner of the pentachoron is moved until it contains the minimum, at which point the pentachoron is made smaller. In our implementation, the first corner is initially at $\{L, R, h, \psi\} = \{20, 0.5, 0.5, 0.975\}$ and the other corners are at distances 1, 0.025, 0.025, and 0.005 from the first corner along each of the four dimensions. Although $L$ needs to be an integer, during the optimization we allow it to be real valued to ensure a continuous optimization surface.

Let $\theta_1, ..., \theta_5$ represent the corners of the pentachoron sorted in ascending cost; i.e., $C(\theta_1) \leq C(\theta_2) \leq ... \leq C(\theta_5)$. An iteration proceeds by first reflecting $\theta_5$ across the opposing face of the pentachoron to produce a candidate corner $\theta_r$ whose cost is computed. If $C(\theta_1) \leq C(\theta_r) < C(\theta_4)$, then corner $\theta_5$ is replaced by $\theta_r$. The points are re-sorted and the algorithm moves on to the next iteration. If $C(\theta_r) < C(\theta_1)$, then an expanded pentachoron
is considered by doubling the distance from $\theta_r$ to the face defined by the other four corners, thereby producing another candidate corner $\theta_s$ whose cost is computed. If $C(\theta_s) < C(\theta_r)$, then the expanded pentachoron is accepted (by replacing $\theta_5$ with $\theta_s$), otherwise the reflected (but unexpanded) pentachoron is accepted by replacing $\theta_5$ with $\theta_r$. If $C(\theta_r) \geq C(\theta_4)$ then a contraction is performed by halving the distance between the better of $\theta_5$ and $\theta_r$ and the face defined by the other four corners. The contracted pentachoron is accepted if this new corner has a lower cost than the one it displaced. Otherwise, if none of the above conditions is satisfied then the minimum must lie inside the pentachoron, so it is shrunk by halving the length of each edge while maintaining the same centroid.

**Optimization Results**

By using the Nelder-Mead method and the closed-form expressions provided in Sec. 7.1.3, optimization results are obtained for a range of densities $\lambda$ with interfering devices drawn from a BPP. Unless otherwise stated, the remainder of this chapter considers a network with $M = 50$ interfering devices. Assume the source is located at unit distance from the reference receiver. Assume the transmitter uses binary CPFSK. The duty factor is fixed to $D = 1$, the path loss exponent is $\alpha = 3$, the $\text{SNR}$ is $\text{SNR} = 10$ dB, and the exclusion zone has radius $r_{in} = 0.25$. Three fading models are considered: Rayleigh fading ($m_{i,j} = 1$ for all $i$), Nakagami fading ($m_{i,j} = 4$ for all $i$), and mixed fading ($m_{0,j} = 4$ and $m_{i,j} = 1$ for $i \geq 1$). Both unshadowed ($\sigma_s = 0$ dB) and shadowed ($\sigma_s = 8$ dB) environments are considered. Two values of $r_{out}$ are considered: $r_{out} = 2$, and $r_{out} = 4$, corresponding to a moderately dense ($\lambda \approx 4$) and sparse ($\lambda \approx 1$) network, respectively.

The results of the optimization are summarized in Table 7.1 when ACI is neglected. For each set of parameters, the $\{L, R, h\}$ that maximize the MASE are listed, along with the corresponding normalized MASE $S_{\text{opt}}'$. When ACI is neglected, the optimal modulation index is $h = 0.59$ for all network configurations, which coincides with the optimal value found in [120] for Rayleigh fading. The optimal $L$ is larger for denser networks and when the signals become more LOS ($m_{i,j} > 1$). The denser network requires a higher $R$ than the sparser network. At first inspection, the last result may seem counter-intuitive. One would ordinarily expect a denser network to
Table 7.1: Optimal parameter values when ACI due to spectral splatter is ignored, and the corresponding MASE in units of $bps/kHz - m^2$.

<table>
<thead>
<tr>
<th>$r_{out}$</th>
<th>$\sigma_s^2$</th>
<th>$m_{0,j}$</th>
<th>$m_{i,j}$</th>
<th>$L$</th>
<th>$R$</th>
<th>$h$</th>
<th>$S'_{opt}$</th>
<th>$S'_{sub}$</th>
<th>$S'_{1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>31</td>
<td>0.61</td>
<td>0.59</td>
<td>15.92</td>
<td>3.31</td>
<td>13.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
<td>42</td>
<td>0.66</td>
<td>0.59</td>
<td>17.09</td>
<td>4.05</td>
<td>14.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
<td>36</td>
<td>0.65</td>
<td>0.59</td>
<td>19.82</td>
<td>4.13</td>
<td>16.69</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>30</td>
<td>0.63</td>
<td>0.59</td>
<td>16.65</td>
<td>3.30</td>
<td>14.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
<td>38</td>
<td>0.65</td>
<td>0.59</td>
<td>17.63</td>
<td>4.00</td>
<td>14.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
<td>33</td>
<td>0.64</td>
<td>0.59</td>
<td>20.29</td>
<td>4.08</td>
<td>17.10</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>0.54</td>
<td>0.59</td>
<td>9.73</td>
<td>0.89</td>
<td>7.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
<td>15</td>
<td>0.50</td>
<td>0.59</td>
<td>10.65</td>
<td>1.12</td>
<td>8.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
<td>14</td>
<td>0.51</td>
<td>0.59</td>
<td>11.85</td>
<td>1.12</td>
<td>9.49</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>0.54</td>
<td>0.59</td>
<td>10.08</td>
<td>0.89</td>
<td>8.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
<td>14</td>
<td>0.52</td>
<td>0.59</td>
<td>10.77</td>
<td>1.10</td>
<td>8.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
<td>13</td>
<td>0.53</td>
<td>0.59</td>
<td>12.01</td>
<td>1.10</td>
<td>9.68</td>
</tr>
</tbody>
</table>

require the error-protection of a lower-rate code. However, the sparser network uses a lower value of $L$, and hence, has a higher probability of collision $p_i$. The lower code rate used by the sparse network helps to offset this higher collision probability.

From Table 7.1, the influence of the fading distribution can be observed. Performance is worst under the assumption that all channels undergo Rayleigh fading, but this is a pessimistic assumption. Performance improves when all channels have a common $m_{i,j} = 4$, but it is unrealistic to assume that all interferers are in the LOS. Performance is further improved when the interferers undergo Rayleigh fading while the source undergoes better than Rayleigh fading ($m_{0,j} = 4$). Shadowing does not significantly influence performance, and actually slightly improves the MASE while increasing the outage probability.

In addition to showing the performance when the optimal parameter values are used, Table 7.1 shows the performance when a typical set $\{L, R, h\} = \{200, 0.5, 1\}$ of suboptimal parameters is used. For this $R$ and $h$, the SINR threshold is $\beta = 3.7$ dB. The table lists the normalized MASE $S'_{sub}$ that results when this suboptimal set of parameters is used. By comparing the values of $S'_{opt}$ and $S'_{sub}$, it can be seen that using the optimized values...
Table 7.2: Optimal parameter values when ACI due to spectral splatter is considered, and the corresponding MASE in units of $bps/kHz \cdot m^2$.

<table>
<thead>
<tr>
<th>$r_{out}$</th>
<th>$\sigma_s^2$</th>
<th>$m_{0,j}$</th>
<th>$m_{i,j}$</th>
<th>$\mathcal{L}$</th>
<th>$R$</th>
<th>$h$</th>
<th>$\psi$</th>
<th>$S'_{\text{opt}}$</th>
<th>$S'_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>36</td>
<td>0.64</td>
<td>0.81</td>
<td>0.96</td>
<td>17.59</td>
<td>14.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
<td>46</td>
<td>0.64</td>
<td>0.81</td>
<td>0.96</td>
<td>18.88</td>
<td>15.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
<td>41</td>
<td>0.64</td>
<td>0.81</td>
<td>0.96</td>
<td>21.68</td>
<td>18.09</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>34</td>
<td>0.64</td>
<td>0.81</td>
<td>0.96</td>
<td>18.29</td>
<td>15.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
<td>44</td>
<td>0.64</td>
<td>0.81</td>
<td>0.96</td>
<td>19.36</td>
<td>16.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
<td>38</td>
<td>0.64</td>
<td>0.81</td>
<td>0.96</td>
<td>22.09</td>
<td>18.46</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>0.54</td>
<td>0.85</td>
<td>0.95</td>
<td>11.87</td>
<td>9.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
<td>16</td>
<td>0.54</td>
<td>0.85</td>
<td>0.95</td>
<td>13.05</td>
<td>10.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
<td>15</td>
<td>0.54</td>
<td>0.85</td>
<td>0.95</td>
<td>14.47</td>
<td>11.55</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>0.58</td>
<td>0.85</td>
<td>0.95</td>
<td>12.22</td>
<td>9.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
<td>15</td>
<td>0.54</td>
<td>0.85</td>
<td>0.95</td>
<td>13.13</td>
<td>10.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
<td>14</td>
<td>0.57</td>
<td>0.85</td>
<td>0.95</td>
<td>14.55</td>
<td>11.66</td>
</tr>
</tbody>
</table>

increases the [MASE] relative to the suboptimal system by a factor of approximately 5 and 10 in the dense and sparse networks, respectively.

The value of $S'_{\text{opt}}$ given in Table 7.1 assumes that $\{R, h, \beta\}$ are related by the modulation-constrained AWGN capacity. This assumption requires that the interference be Gaussian and that infinitely-long capacity-achieving codes be used. However, actual systems require a threshold that is higher than this ideal value by some margin. The column labeled $S'_1$ gives the normalized [MASE] when a 1-dB margin is used with the listed values of $\{\mathcal{L}, R, h\}$. A modest loss in [MASE] is observed when this margin is used.

In Table 7.2, the results of the optimization are summarized. The optimal fractional in-band powers are $\psi = 0.96$ for the dense network and $\psi = 0.95$ for a sparse network. The optimal modulation indices $h$ are larger than the ones found when ACI was not considered, while the code rates are almost the same. The optimal numbers of channels $\mathcal{L}$ are the same or slightly larger than the ones found when ACI was neglected. As before, the margin of 1 dB added to compensate the non-ideality of the channel degrades performance by a modest amount.
7.3.2 Rate Adaptation

Due to the fact that interferers move, join, or leave the network, the outage probability can vary very substantially from time to time, and it might assume values that are not supported in some of the modern applications. For this reason, the rate is often adapted (e.g., [126, 127]) by assigning a different code rate based on the quality of the channel to increase the system capacity and/or to satisfy a specific outage constraint. While in the previous subsection, an optimal common rate is found together with the modulation characteristics in order to maximize the throughput of a FH system, here the effect of link adaptation is taken into account by assuming that a mobile is able to estimate the channel and appropriately adapt its rate in order to meet a given outage constraint. The adaptation assumes that the distribution of the outage probability is known; i.e., that the transmitter has some way to estimate (7.5) for its intended receiver. This function can be precisely estimated if the transmitter locations, transmitter powers, shadowing coefficients, and the parameters in (7.3), i.e., $\psi$, $K_s$, $p_c$ and $p_a$, are known. Importantly, the instantaneous fading gains or the particular channel selected by the transmitter need not be known. In the absence of these parameters, a simple adaptive scheme could request a higher rate when the observed outage probability (as determined by a CRC check) is below the target and requests a lower rate when it is above. While the rate is adapted, the number of frequency-hopping channels, the modulation index, and the fractional in-band power are jointly optimized.

Optimization Algorithm

Under an outage constraint, and averaging over the distribution of the rate when it is adapted to meet a specific outage constraint, the MASE can be written as follows

$$S'_{\text{ase}}(\lambda) = \frac{\lambda \eta(h, \psi) D(1 - \hat{\epsilon}_{\text{channel}}) \mathbb{E}_\Omega[R]}{L}. \quad (7.19)$$

which can be interpreted as the spatial density of transmission that achieves a target conditional outage probability, where the conditioning is with respect to the network topology.

For a given modulation index $h$, a given number of frequency channels, and a given fractional in-band power, the average code rate $\mathbb{E}_\Omega[R]$ can be found using a Monte Carlo approach as follows. Draw a realization of the network by placing $M$ devices within an area...
according to a specific spatial distribution. Compute the path loss from each device to each reference receiver, applying randomly generated shadowing factors. By setting the outage equal to the outage constraint $\hat{\epsilon}_{\text{channel}}$, invert the outage probability expression given by (7.5) to determine the adequate Signal-to-Noise Ratio (SNR) threshold $\beta$. Next, find the rate $R_i = C(h, \beta)$ that corresponds to the SNR threshold for the $i^{th}$ topology and store its value. Repeat this process for a large number of networks $\Upsilon$. Compute the average code rate as follows

$$\mathbb{E}_{\Omega}[R] = \frac{1}{\Upsilon} \sum_{i=1}^{\Upsilon} R_i.$$  \hspace{1cm} (7.20)

In this case, the optimization can be accomplished using an exhaustive search by performing the following steps:

1. Pick a value of $h$.
2. Pick a value of $\Psi$.
3. Pick a value of $L$.
4. Compute the average code rate $\mathbb{E}_{\Omega}[R]$, as described above, and find the spectral efficiency $\eta(h, \Psi)$ corresponding to the current $h$ and $\Psi$.
5. Use (7.19) to compute the normalized MASE.
6. Return to step 4 until all $L$ are considered.
7. Return to step 3 until all $\Psi$ are considered.
8. Return to step 2 until all $h$ are considered.

The above procedure will find the $S'_{\text{ase}}(\lambda)$ for each $\{L, h, \Psi\}$ considered, and the optimal value of these parameters are the ones that maximize $S'_{\text{ase}}(\lambda)$. For instance,

$$S'^{\text{opt}} = \max_{L, h, \Psi} S'_{\text{ase}}(\theta | \mathbb{E}_{\Omega}[R]).$$ \hspace{1cm} (7.21)

By limiting $L$ to be integer valued, the number of values is finite and an exhaustive search up to some maximum value is feasible. For the exhaustive search results presented in this subsection, $h$ was quantized to a spacing of 0.01 over the range $0 \leq h \leq 1$ and $\Psi$ was quantized to a spacing of 0.005 over the range $0.90 \leq \Psi \leq 0.99$. 

Figure 7.5: CDF of the code rate when the network is optimized. Three curves are provided: a) dense network \( (M = 50) \); b) moderate dense network \( (M = 25) \); c) sparse network \( (M = 5) \).

**Optimization Results**

The optimization is done by considering \( \Upsilon = 10,000 \) different network topologies. Binary CPFSK is used, and the rate is adapted in order to satisfy a typical outage constraint of \( \hat{\epsilon}_{\text{channel}} = 0.1 \).

Fig. 7.5 illustrates the variability of the code rate through its CDF in the presence of mixed fading and shadowing. The figure shows three curves, corresponding to the case of a dense network \( (M = 50) \), a moderately dense network \( (M = 25) \) and a sparse network \( (M = 5) \). The outer radius of the annular network is fixed to \( r_{\text{out}} = 2 \). The network parameters are independently optimized for each network density. Fig. 7.5 shows that the CDF of the code rate is quite steep for all three scenarios, which emphasizes the fairness in the rate selection. However, the curves are steeper for dense networks than for sparse networks, since in a sparse network there are fewer interferers and therefore more variability in the SINR and code rate from one realization to the next.

The results of the optimization are shown in Table 7.3. For each set of parameters, the \( \{ L, h, \Psi \} \) that maximize the normalized MASE are listed, along with the corresponding
Table 7.3: Optimal parameter values when ACI due to spectral splatter is considered, and the corresponding MASE in units of $bps/kHz - m^2$

<table>
<thead>
<tr>
<th>$r_{out}$</th>
<th>$\sigma_s^2$</th>
<th>$m_{0,j}$</th>
<th>$m_{i,j}$</th>
<th>$L$</th>
<th>$\mathbb{E} \Omega [R]$</th>
<th>$h$</th>
<th>$\psi$</th>
<th>$S'_{opt}$</th>
<th>$S'_\text{sub}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>315</td>
<td>0.07</td>
<td>0.80</td>
<td>0.96</td>
<td>0.79</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
<td>280</td>
<td>0.36</td>
<td>0.80</td>
<td>0.96</td>
<td>4.42</td>
<td>2.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
<td>279</td>
<td>0.41</td>
<td>0.80</td>
<td>0.96</td>
<td>5.00</td>
<td>3.56</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>320</td>
<td>0.07</td>
<td>0.80</td>
<td>0.96</td>
<td>0.76</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
<td>290</td>
<td>0.42</td>
<td>0.80</td>
<td>0.96</td>
<td>4.24</td>
<td>2.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
<td>290</td>
<td>0.38</td>
<td>0.80</td>
<td>0.96</td>
<td>4.70</td>
<td>3.02</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>73</td>
<td>0.05</td>
<td>0.84</td>
<td>0.95</td>
<td>0.63</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
<td>80</td>
<td>0.35</td>
<td>0.84</td>
<td>0.95</td>
<td>3.74</td>
<td>1.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
<td>75</td>
<td>0.36</td>
<td>0.84</td>
<td>0.95</td>
<td>4.09</td>
<td>1.91</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>95</td>
<td>0.05</td>
<td>0.84</td>
<td>0.95</td>
<td>0.49</td>
<td>0.49</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
<td>130</td>
<td>0.40</td>
<td>0.84</td>
<td>0.95</td>
<td>2.65</td>
<td>1.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
<td>100</td>
<td>0.35</td>
<td>0.84</td>
<td>0.95</td>
<td>3.03</td>
<td>1.80</td>
</tr>
</tbody>
</table>

The results shown in Table 7.3 highlight the importance of parameter optimization, and point out that by selecting the optimal parameters it is possible to improve the normalized MASE by a factor greater than two relative to arbitrary parameter selection. Optimization results are given for different fading channel models and for both a shadowed and an unshadowed scenario. Performance is very poor for the pessimistic assumption of Rayleigh fading, while it improves for a more realistic mixed fading, which implies that the source and destination are in the LOS while the other links are not. Shadowing is always detrimental, and even though it leads to a higher code rate, it requires a larger number of frequency channels. While the optimal modulation index and fractional in-band power vary with the density of interference per unit area and the distance of the transmitter from the receiver, similar to Table 7.2 they remain constant under different channel models and shadowing conditions. An increment in the density of interfering devices per unit area leads to an increment of normalized MASE $S'_{opt}$. In addition to showing the normalized MASE when using the optimal parameters, the normalized MASE $S'_{sub}$ is shown for a typical choice of parameters: $\{L, h, \Psi\} = \{200, 0.5, 0.99\}$. 
the normalized $\text{MASE}$, as well as to a higher code rate, number of frequency channels, and fractional in-band power and a lower modulation index.

7.4 Chapter Summary

When used with coded CPFSK, the performance of FH ad hoc networks depends on the modulation index, the code rate, the number of frequency channels, and the fractional in-band power $\psi$. These parameters are often chosen arbitrarily.

This chapter describes a new optimization method for analyzing and optimizing FH ad hoc networks in the presence of Nakagami fading and shadowing with interfering devices drawn from an arbitrary point process which can cause both co-channel and adjacent channel interference. Under two different rate allocation policies, it has been shown here how to properly optimize the modulation format (including modulation index, number of frequency channels, and fractional-in-band power), and chose the appropriate code rate in order to maximize the throughput of the network. In particular, it has been shown that the $\text{MASE}$ can be improved of a factor of 5-10 times when a common rate can be used, and of a factor of 2 times when rate adaptation is performed, compared to a scenario where a typical set of parameters is used under the same rate allocation policies.

In both cases, it has been highlighted the importance of adequately matching the bandwidth of the frequency channels to a certain percent power bandwidth of the modulation, which is typically and arbitrarily chosen to be 99-percent. In fact, it is possible to increase the bit rate while fixing the channel bandwidth, thereby decreasing the fractional in-band power and increasing the fraction of the signal power that splatters into adjacent channels. While the resulting increased $\text{ACI}$ will negatively affect performance, the increased bit rate can be used to support a lower-rate error-correction code, thereby improving performance.
Chapter 8

Geographic Routing Protocols in Ad Hoc Networks

In the past few years, there has been extensive research directed toward providing insights into the tradeoffs among the reliabilities, delays, and throughput of such networks with multi-hop routing (e.g., \[128–134\]). However, the mathematical models and necessary assumptions have not been adequate for obtaining reliable results. This chapter introduces a novel methodology \[135–137\] to evaluate the performance of multi-hop routing in ad hoc networks, in which many unrealistic assumptions and restrictions of existing analyses are discarded, such as: 1) absence of shadowing; 2) the neglect of thermal noise; 3) identical fading conditions for each link; 4) the independence of the success probabilities of path from the source to the destination even when paths share the same links; 5) the limiting of the number of end-to-end retransmissions rather than link retransmissions.

The methodology is characterized by a dual method, composed of a closed-form analysis, which follows from Chap. 2 and a lightweight simulation. While the methodology described here can be used to evaluate the performance for a very wide range of routing protocols, this chapter focuses on the performance of two representative geographic routing protocols \[138\]. Furthermore, a comparison is made with the popular ad hoc on-demand distance-vector (AODV) routing protocol \[139\] to gain perspective about the advantages and disadvantages of geographic routing. The effects of various system parameters are illustrated for finite ad hoc networks with randomly placed devices.
8.1 Network Model

Consider a DS-CDMA network of asynchronous quadriphase direct-sequence systems, composed of a source and a destination, which are indicated respectively by $X_0$ and $X_{M+1}$, and $M$ devices, which are potentially relays or sources of interference. Define $\mu_i$ to be the service probability that device $i$ can serve as a relay along a path from a source to a destination. With probability $p_i$, the $i^{th}$ device transmits in the same time interval as the desired signal. The $\{p_i\}$ can be used to model voice-activity factors, controlled silence, or failed link transmissions and the resulting retransmission attempts. When the $i^{th}$ device is in service as a potential relay, $p_i = 0$ is set. Denote by $X_o$ a reference transmitter which which attempts to communicate with device $X_j$, and denote by $\mathcal{X}$ the set of devices, which uses the same radio resources than device $X_o$. By accounting for shadowing and a distance-dependent path loss model, the normalized received power is

$$\Omega_{i,j} = \begin{cases} 
10^{\xi_{o,j}/10}r_{o,j}^{-\alpha} & i = o \\
\frac{hP_i}{GP_k}10^{\xi_{i,j}/10}r_{i,j}^{-\alpha} & i \in \mathcal{X} \\
0 & i \notin \mathcal{X}, i \neq o
\end{cases} \quad (8.1)$$

Under the assumption that the channel gains remain constant for the duration of a transmission, but vary from transmission to transmission, by substituting (8.1) in (2.9), it is possible to evaluate the conditional outage probability for a given transmission, when the topology of the networks is known as well as the activity of the other devices.

In this section, the devices are assumed to be distributed within a circular arena according with a uniform clustering model with exclusion zone $r_{exmb}$, while the source and destination devices are placed respectively at the center and at the distance $||X_{M+1} - X_0||$ from it. The distance-dependent-fading model given by (3.7) is adopted.

8.2 Network Simulation

The simulator is organized into four layers, each of which emulates a particular random feature of the network. The layers are implemented as nested for loops. The top layer handles the random network topology (i.e., the location of all devices in the network except for
the source and destination, which are fixed); the second layer is concerned with classifying
each device as either a potential source of interference or a potential relay; the third layer is
concerned with determining which of the potential interferers actually transmits (assuming
an Aloha protocol with random access probability $p_i$ is used), while the bottom layer de-
termines which links are actually in an outage. The routing is also handled at the bottom
layer.

During each iteration of the top layer, a network topology is generated by placing the
locations of the devices according to the uniform clustering model. First the source and
destination devices are placed in fixed positions, and then one by one, the location of each
of the $M$ remaining $X_i$ is drawn according to a UCP within the network region. This loop
is run $\Upsilon$ times, once per topology.

During each iteration of the second layer, which is run $K_{t1}$ times, each device is indepen-
dently marked as either being a potential relay (with probability $\mu_i$) or a potential source of
interference. Those devices that are marked as potential relays cannot transmit interference,
and are forced to have transmission probability $p_i = 0$.

During each iteration of the third loop, which is run $K_{t2}$ times, the set of transmitting
interferers $\mathcal{X}$ is found for each time slot $t$, up to some maximum time. Each $\mathcal{X}$ is found
by marking each potential interferer as transmitting by drawing a Bernoulli variable with
probability $p_i$. Then, for each time slot $t$, a matrix is found containing the outage proba-
bilities between all devices that may participate in the route (i.e., all devices except for the
potential interferers).

During each iteration of the bottom layer, which is run $K_{t3}$ times, each link is marked
as either being in an outage or not for each time slot by drawing a Bernoulli variable with
probability equal to the corresponding entry in the channel outage matrices. Once the links
are marked as being in an outage or not, the set of links that may be used to support a
route is identified, and the corresponding routing protocols (described in the next subsection)
may be implemented. Counters are updated to keep track of the key network performance
metrics.
8.3 Interference Correlation

For a given network topology and service model, there is a common set of devices that may produce interference. These devices are in locations that are relatively fixed when compared to the timescales of communications. Because of the common randomness in the locations of potentially interfering devices, there is correlation in the interference. The correlation is both temporal, because subsequent interfering transmissions come from subsets of the same common set of devices, and spatial, due to the common locations of interfering transmissions within a given time slot. The spatio-temporal correlation exists even when the devices use Aloha as the MAC protocol, which produces transmissions that are locally uncorrelated. While interference correlation is usually neglected, it has become a subject of recent interest [16].

The network model and simulator presented here naturally accounts for the interference correlation. This is because during each iteration of the top layer of the simulation, the topology is fixed. Hence, the interfering devices selected at the third layer of the simulation is constrained to be drawn from this set. It follows that the calculation of outage probability properly accounts for interference correlation\(^1\).

8.4 Routing Protocols

The three routing protocols that are considered are reactive or on-demand protocols that only seek paths from the source to the destination when needed and do not require devices to store details about large portions of the network.

The AODV protocol uses an on-demand approach for finding a route during its path-discovery phase, which relies on flooding to seek the fewest-hops path, which is the path with the smallest number of links or hops. The flooding diffuses request packets simultaneously

\(^1\)Note that here the simulator assumes a simple Aloha protocol which is used by each potential interferer. However, other devices in the network are likely to be participating in some other, unknown, route. The protocol may be the same or different than the protocol used by the reference route. While it is possible to extend the methodology herein to simulate the separate routing action of neighboring nodes, allowing to capture the temporal correlation more accurately, this would require assumptions to be made about the behavior of the other nodes. In alternative, in order to capture the effect of temporal correlation, the value of the transmission probability can be found by opportunely fitting it with measured data.
over multiple routes for the purpose of discovering a successful path to the destination despite link failures along some potential paths. When the first request packet reaches the destination, an acknowledgement is sent back to the source using the temporary fewest-hops path discovered and each subsequent reception of request packets is ignored. By using this route, the source sends subsequent message packets to the destination during a *message-delivery phase*. This protocol has a very high overhead cost in establishing the fewest-hops path during the path-discovery phase, and furthermore the fewest-hops path must be used for message delivery before changes in the channel conditions cause an outage of one or more of its links.

Geographic protocols limit information-sharing costs by minimizing the reliance of devices on topology information [138, 140–142]. Since geographic routing protocols make routing decisions on a hop-by-hop basis, they do not require a flooding process for path discovery. Two geographic routing protocols are examined: the *greedy forwarding (GF)* protocol and the *maximum progress (MP)* protocol. Both geographic routing protocols assume that each device knows its physical location and the direction towards the destination.

The GF protocol relies on *beacons*, which are periodic brief messages exchanged among devices that serve to identify neighboring active devices and their locations. Under the GF protocol, a source forwards a packet to a *relay* that is selected from a set of neighboring active devices that lie within a *transmission range* of radius $r_t$. The next link in the path from source $X_0$ to destination $X_{M+1}$ is the link to the relay within the transmission range that shortens the remaining distance to $X_{M+1}$ the most. There is no path-discovery phase because the relays have the geographic information necessary to route the messages to the destination.

The principal problems with beacons are that their overhead cost is high, they generate additional interference that degrades data packets, and the location-information may become outdated. With *beaconless routing*, these problems are substantially reduced. Mobiles broadcast short request messages during a path-discovery phase only when they are ready to transmit data packets. The responses to the request messages reveal the identity and location of a neighboring active device that is suitable as the next relay during the message-delivery phase.
The MP protocol is a contention-based beaconless protocol that comprises alternating path-discovery phases and message-delivery phases. During a path-discovery phase, a single link to a single relay is discovered. During the following message-delivery phase, a packet is sent to that relay, and then the alternating phases resume until the destination is reached. In a path-discovery phase, the next relay in a path to the destination is dynamically selected at each hop of each packet and depends on the local configuration of available relays. A source or relay broadcasts RTS messages to neighboring active devices that potentially might serve as the next relay along the path to the destination. The RTS message includes the location of the transmitter. Upon receiving the RTS, a neighboring device initiates a timer that has an expiration time proportional to the remaining distance to the destination. When the timer reaches its expiration time, the device sends a CTS message as an acknowledgement packet to the transmitter. The earliest arriving CTS message causes the source or previous relay to launch the message-delivery phase by sending message packets to the device that sent that CTS message, and all other candidate devices receiving that CTS message cease operation of their timers. The primary advantage of the RTS and CTS messages is that they can be used to establish guard zones surrounding the transmitter and receiver [143]. Potentially interfering devices that receive one of these messages within a guard zone are silenced during the acknowledgement and message-delivery phases of the MP protocol. While it is possible to transmit the data directly, without first going through the RTS/CTS phase, the unsilenced interference is likely to cause an outage, therefore significantly degrading the throughput.

8.5 Implementation of Path Selection

Consider those protocols that have a path-discovery phase; i.e., AODV and MP routing. A candidate link is a link that does not experience an outage during the path-discovery phase. For AODV, the candidate paths from $X_0$ to $X_{M+1}$ are paths that can be formed by using candidate links. The candidate path with the fewest hops from $X_0$ to $X_{M+1}$ is selected as the fewest-hops path. This path is determined by using the Dijkstra algorithm [144] with the unit cost of each candidate link. If two or more candidate paths have the fewest hops, the fewest-hops path is randomly selected from among them. If there is no set of candidate
links that allow a path from $X_0$ to $X_{M+1}$, then a routing failure occurs and is recorded. If a fewest-hops path exists, then a Monte Carlo simulation is used to determine whether the acknowledgement packet traversing the path in the reverse direction is successful. If it is not or if the message delivery over the fewest-hops path fails, then a routing failure is recorded.

The geographic routing protocols have knowledge of the direction towards the destination, and a distance criterion is used to exclude a link from device $X_i$ to device $X_j$ as a link in one of the possible paths from $X_0$ to $X_{M+1}$ if $||X_j - X_{M+1}|| > ||X_i - X_{M+1}||$. In fact, these exclusions ensure that each possible path has links that always reduce the remaining distance to the destination. All links connected to devices that cannot serve as relays are excluded as links in possible paths from $X_0$ to $X_{M+1}$. Links that have not been excluded are called eligible links.

For the GF protocol there is no path-discovery phase, and the eligible links are used to determine the GF path from $X_0$ to $X_{M+1}$ during its message-delivery phase. If no path from $X_0$ to $X_{M+1}$ can be found or if the message delivery fails, a routing failure is recorded.

A two-way candidate link is an eligible link that does not experience an outage in either the forward or the reverse direction during the path-discovery phase. A Monte Carlo simulation is used to determine the two-way candidate links. For the maximum progress protocol, the two-way candidate link starting with source $X_0$ with a terminating relay that minimizes the remaining distance to destination $X_{M+1}$ is selected as the first link in the MP path. The link among the two-way candidate links that minimizes the remaining distance and is connected to the relay at the end of the previously selected link is added successively until the destination $X_{M+1}$ is reached and hence the MP path has been determined. After each relay is selected, a message packet is sent in the forward direction to the selected relay. If no MP path from $X_0$ to $X_{M+1}$ can be found or if a message delivery fails, a routing failure is recorded.

Each RTS or CTS message transmitted by the MP protocol during its path-discovery phase establishes a guard zone. If a candidate link exists from the source of an RTS or CTS message to a potentially interfering device within the source’s guard zone, then that device is silenced during the acknowledgement and message-delivery phases. Silencing of a device is modeled by removing it from the set $X$. Since the MP protocol is a geographic protocol,
potentially interfering devices know how far they are from the source of an **RTS** or **CTS** message. If they are beyond the guard zone, then they can ignore the message and continue their own transmissions.

In device ad hoc networks, the fading processes affecting different links of the same path are not significantly correlated for two reasons. The exclusion zones surrounding the two receivers ensure a significant physical separation. As a result, the two receivers have much different multipath environments and hence experience largely uncorrelated fading. The second reason is that the time between transmissions over successive links in a path usually exceeds the channel coherence time. These two factors decorrelate the fading over different links of the same path.

### 8.6 Performance Metrics

Let $N_{tr}$ denote the maximum number of transmission attempts over a link of the path. During the path-discovery phases, $N_{tr} = 1$. During the message-delivery phases, $N_{tr} \geq 1$ because message retransmissions over an established link are feasible. For each eligible or candidate link $l = (i,j)$, a Bernoulli random variable with failure probability $\epsilon_l$ is repeatedly drawn until there are either $N_{tr}$ failures or success after $N_l$ transmission attempts, where $N_l \leq N_{tr}$. The **delay of link** $l$ of the selected path is $N_l D_{tol} + (N_l - 1) D_e$, where $D_{tol}$ is the **delay of a transmission over a link**, and $D_e$ is the **excess delay** caused by a retransmission.

Each network topology $t$ is used in $K_t$ simulation trials. The **path delay** $D_{s,t}$ of a path from $X_0$ to $X_{M+1}$ for network topology $t$ and simulation trial $s$ is the sum of the link delays in the path during the message-delivery phase:

$$D_{s,t} = \sum_{l \in L_{s,t}} [N_l D_{tol} + (N_l - 1) D_e]$$  \hspace{1cm} (8.2)

where $L_{s,t}$ is the set of links constituting the path. If there are $N_{tr}$ transmission failures for any link of the selected path, then a routing failure occurs.

If there are $F_t$ routing failures for topology $t$ and $K_t$ simulation trials, then the **probability of end-to-end success** or **path reliability** within topology $t$ is

$$R^{(t)} = 1 - \frac{F_t}{K_t}.$$  \hspace{1cm} (8.3)
Let $T_t$ denote the set of $K_t - F_t$ trials with no routing failures. If the selected path for trial $s$ has $h_{s,t}$ links or hops, then among the set $T_t$, the average conditional number of hops from $X_0$ to $X_{M+1}$ is

$$H^{(t)} = \frac{1}{K_t - F_t} \sum_{s \in T_t} h_{s,t}. \quad (8.4)$$

Let $D_{pdp}$ denote the link delay of packets during the path-discovery phase. The average conditional delay from $X_0$ to $X_{M+1}$ during the combined path-discovery and message-delivery phases is

$$D^{(t)} = \frac{1}{K_t - F_t} \sum_{s \in T_t} (D_{s,t} + 2dh_{s,t}D_{pdp}) \quad (8.5)$$

where $d = 0$ for the GF protocol, and $d = 1$ for the MP and AODV protocols.

Given the density of the possible transmitters in the network $\lambda = (M + 1)/|A|$, define the normalized ASE for the $K_t$ trials of topology $t$ as

$$S^{(t)}_{ase} = \frac{\lambda}{K_t} \sum_{s \in T_t} \left( D_{s,t} + 2ch_{s,t}D_{pdp} \right) \quad (8.6)$$

where the normalization is with respect to the bit rate or bits per channel use. The normalized ASE is a measure of the maximum end-to-end throughput in the network. After computing $R^{(t)}, H^{(t)}, D^{(t)},$ and $S^{(t)}_{ase}$ for $\Upsilon$ network topologies, the topological averages: $\bar{R}, \bar{H}, \bar{D},$ and $\bar{S}_{ase}$ can be evaluated averaging over a large set of topologies.

The average values of the interference probability and the service probability are defined as

$$\bar{p} = \frac{1}{M} \sum_{i=1}^{M} p_i , \quad \bar{\mu} = \frac{1}{M} \sum_{i=1}^{M} \mu_i \quad (8.7)$$

respectively. The contention density $\lambda \bar{p}$ is a measure of the average number of interfering devices and the average number of simultaneous transmitted packets. The relay density $\lambda \bar{\mu}$ is a measure of the average number of available relays.

### 8.7 Performance Analysis

Consider a network with $M = 200$ devices distributed within a circular arena with normalized radius $r_{out} = 1$. Delays are normalized by setting $D_{tol} = 1$, $D_e = 1.2$, and $D_{pdp} = 0.1$. Assume the transmitted power $P_i$ is equal for all the devices. The exclusion zone
for the devices is set to $r_{exmb} = 0.05$ and the circular guard zones have radius $r_g = 0.15$. The SNR threshold is fixed to $\beta = 0$ dB, $\text{SNR} = 0$ dB, and $\alpha = 3.5$. The Monte Carlo simulations are run over $\Upsilon = 2,000$ topologies, where $K_t = K_{t1} K_{t2} K_{t3} = 10^6$ ($K_{t1} = K_{t2} = K_{t3} = 100$).

The service and interference probabilities are assumed to have the same values for all devices so that $\mu_i = \mu$ and $p_i = p$. Therefore, $\lambda \mu$ is the relay density, and $\lambda \bar{p} = \lambda p (1 - \mu)$ is the contention density. Unless otherwise stated, $G/h = 96$, $N_{tr} = 4$, $r_{los} = 0.2$, $\mu = 0.4$, and $p = 0.3$. When shadowing is present, it has a lognormal distribution with $\sigma_s = 8$ dB.

However, the transmitted packets encounter the same shadowing in both directions over the same link during both routing phases.

Fig. 8.1 shows the overall average path reliabilities for the combined path-discovery and message-delivery phases of all three routing protocols. The AODV protocol is the least reliable. The MP protocol is much more reliable than the GF protocol if $\|X_{M+1} - X_0\|$ is large, but it is not as reliable if $\|X_{M+1} - X_0\| \leq 0.2$ because of the relatively low reliability of its request packets. The not monotonic behavior of the path reliability for the MP protocol occurs because at short distances, there are very few relays that provide forward progress, and often the only candidate or two-way candidate link is the direct link.
from source to destination. As the distance increases, there are more candidate and two-way candidate links, and hence the network benefits from the diversity. Furthermore, as the destination approaches the edge of the network, the path discovery benefits from a decrease in interference at the relays that are close to the destination.

The normalized ASE $S_{ase}$ for each routing protocol as a function of the distance between the source and the destination is displayed in Fig. 8.2. The GF protocol has the highest normalized ASE if $||X_{M+1} - X_0||$ is small, whereas the MP protocol has the highest if $||X_{M+1} - X_0||$ is large. The reason is that the GF protocol needs only one hop for a message to reach the destination when $||X_{M+1} - X_0||$ is small, whereas this protocol has reduced reliability and significantly increased average conditional delay, as the distance between the source and the destination is large.

The average conditional delay $\overline{D}$ and the normalized $\frac{\text{ASE}}{S_{ase}}$ for each routing protocol as a function of the maximum number of retransmissions during the message-delivery phase when $||X_{M+1} - X_0|| = 0.5$ are displayed in Fig. 8.3. The GF protocol has a monotonically increasing average conditional delay as the maximum number of retransmissions allowed increases because new paths from the source to the destination with longer delays become
Figure 8.3: Average conditional delay and normalized ASE of each routing protocol as a function of the maximum number of retransmissions during the message-delivery phase.

viable. However, an increase in the maximum number of retransmissions allowed has little effect on the average conditional delay for the AODV and MP protocols. An increase from $N_{tr} = 1$ to $N_{tr} = 2$ produces an increase in the normalized ASE for all three protocols,
but further increases produce only a minor improvement. The reason is that the higher path reliabilities are offset by the increased numbers of successful paths with longer delays. Fig. 8.3 illustrates the losses incurred by the protocols when the fading is the more severe Rayleigh fading ($r_{\text{los}} = 0$) instead of mixed fading.

The critical role of the spreading factor in suppressing interference is illustrated in Fig. 8.4 for $||X_{M+1} - X_0|| = 0.5$. The normalized ASE of each protocol increases monotonically with the effective spreading gain $G_e$ but the rate of increase is greatest for the MP protocol. In the absence of spreading, the GF protocol provides the largest normalized ASE.

Fig. 8.5 shows the normalized ASE for each routing protocol when $||X_{M+1} - X_0|| = 0.5$ as a function of the contention density $\lambda \bar{p}$ with the relay density $\lambda \mu$ as a parameter. This figure indicates the degree to which an increase in the contention density is mitigated by an increase in the relay density. Fig. 8.5 was generated by varying $p$ and $\mu$ while maintaining $M = 200$. However, nearly the same plots are obtained by varying $M$ or $\lambda$ while maintaining $p = 0.3$ and $\mu = 0.4$. Thus, the contention density and relay density are of primary importance, not the individual factors $p$, $\mu$, and $\lambda$. The GF protocol with $r_t = 0.3$ has a poor normalized ASE when the relay density is low because of the paucity...
of potential relays within its transmission range. When $r_t = 0.4$ and both the relay density and contention density are large, the GF protocol provides a normalized ASE superior to that of the AODV protocol and approaching that of the MP protocol.

### 8.8 Chapter Summary

This chapter has presented a new approach for modeling and characterizing the statistical performance of multi-hop routing ad hoc networks. This methodology can be used to provide a significantly improved analysis of multi-hop routing protocols in ad hoc networks. Many unrealistic and improbable assumptions and restrictions of existing analyses can in fact be discarded. In this chapter, the performance of two representative geographic routing protocols are evaluated for large ad hoc networks with randomly placed devices. Furthermore, a comparison is made using as a benchmark the popular AODV routing protocol to gain perspective about the advantages and disadvantages of geographic routing. However, the methodology described here is general enough that can be used to evaluate the performance for a very wide range of routing protocols.
Chapter 9

Stochastic Modeling of Cooperative Multi-hop Wireless Networks

The use of Markov chains and their properties have been extensively used in the last decade to characterize the performance of a multi-hop cooperative ad hoc networks. However, in most related work the effect of the CCI is neglected [145, 146] or, simplified assumptions [147], which are accurate only for high density networks, are made in order to facilitate the analysis. Furthermore, the approach often used in literature to model and analyze a cooperative multi-hop network is very computational intense. The outage probability of each link is usually computed conditioning over a set of channel realizations, and then the average performance of the network is evaluated by taking the average over the fading, once the end-to-end outage probability is obtained.

After a brief overview on Markov process and its properties, this chapter proposes a novel framework [148] to stochastically model and analyze the performance of multi-hop cooperative networks. This framework is based on the analysis developed in Chap. 2 and 4. As will be more evident along the chapter, this framework reduces considerably the computational complexity of the problem, and also allows to account more accurately for the effect of the CCI from other active nodes in the network. The chapter follows by applying the aforementioned framework to study the performance of unicast BRNs, and to optimize their performance in terms of ASE when both the intra-controlled barrage region (CBR) and inter-CBR interference are taken into account. For each source of interference, an iterative
method is proposed in order to capture the temporal correlation and the interdependence between packets that propagate within the network.

9.1 Markov Process and Multi-hop Wireless Networks

Denote by $X(t)$ a random process. $X(t)$ is a Markov process if the future of the process given the present is independent of the past, and for instance,

$$P[X(t+1) = x_{t+1} | X(t) = x_t, \ldots, X(0) = x_0] = P[X(t+1) = x_{t+1} | X(t) = x_t]$$

where $x_t$ is the value assumed by the Markov process at time $t$.

If $X(t)$ is an integer-valued Markov process, it is usually also called Markov chain\(^1\). A Markov chain can be described as follows. Let $S = \{s_1; s_2; \ldots; s_r\}$ be the set of states of the Markov chain. The process starts in one of these states and moves successively from one state to another. Each move is called a step. If the chain is currently in state $s_i$, then it moves to state $s_j$ at the next step with a probability denoted by $p_{i,j}$, and this probability does not depend upon which states the chain was in before the current state. The probabilities $p_{i,j}$ are called transition probabilities. The process can remain in the state it is in, and this occurs with probability $p_{i,i}$. An initial probability distribution, defined on $S$, specifies the starting state. Usually this is done by specifying a particular state as the starting state.

A state $s_i$ of a Markov chain is called absorbing if it is impossible to leave it (i.e., $p_{i,i} = 1$). A Markov chain is absorbing if it has at least one absorbing state, and if from every state it is possible to go to an absorbing state (not necessarily in one step).

The Markov transition probabilities can then be placed into a state transition matrix $P$, whose $(i,j)^{th}$ entry is $p_{i,j}$. The Markov states are ordered so that the $\tau$ transient states and indexed before the $a$ absorbing states. With this ordering, the state transition matrix assumes the following canonical form \[149\]

$$P = \begin{bmatrix} Q & R \\ 0 & I \end{bmatrix}$$

\(^1\)Note that in this chapter, since it is considered an integer-valued Markov process, the terms process and chain are used interchangeably.
where \( Q \) is the \( \tau \times \tau \) transient matrix, \( R \) is the \( \tau \times a \) absorbing matrix and \( I \) is an \( a \times a \) identity matrix.

Let \( b_{i,j} \) be the probability that the process will be absorbed in the absorbing state \( s_j \) if it starts in the transient state \( s_i \). The absorbing probability \( b_{i,j} \) is the \( (i,j) \)th entry of the matrix \( B \), which can be computed by (see, for instance [149])

\[
B = NR
\]

(9.3)

where \( N = (I - Q)^{-1} \) is the fundamental matrix.

In the context of a stochastic analysis of the performance of a cooperative multi-hop ad-hoc networks, a Markov chain can be used to describe their complete dynamics in time. In particular, once a finite set \( S \) of states is defined, which include all the possible conditions of the cooperative network under examination, the transition probabilities for all these states is evaluated using the knowledge of the outage probability for each of the links that might compose the network. In order to reduce the computational complexity of the problem, the outage probability is evaluated using a similar approach proposed at the beginning of this dissertation, where the outage probability is computed directly by averaging over the fading, but conditioning over a specific topology of the network, by accounting also for the CCI. Specifically, if multiple source of transmissions are diversity combined at the receiver, the framework developed in Chap. [4] can be used, and in particular the outage probability can be evaluated by (4.9). Once the transition probabilities are computed and entered in the transition matrix as in (9.2), the end-to-end outage probability of the network can be evaluated using (9.3). If the absorbing states are indexed so that the first absorbing state corresponds to a network outage, while the second corresponds to a network success, and by assuming the network always starts in state \( s_1 \), \( b_{1,1} \) corresponds to the end-to-end outage probability of the network, averaged over fading.

9.2 Application: Barrage Relay Networks

In this section, the previously described framework is applied as an example to model a BRN. After a brief overview on BRNs and CBRs, this section follows by describing
how to stochastically characterize the effect of both the inter-CBR as well as the intra-CBR interference through an iterative method, which uses the Markov representation of the network. In both cases, the network is optimized for several scenarios based on a set of parameters, which includes the number of relays, the code rate at which a node transmits and the duration of a radio frame.

### 9.2.1 Barrage Relay Network

A BRN is a simplified abstraction of a tactical mobile ad hoc network (MANET) architecture that is currently being used in the field [150][151]. BRNs employ time division multiple access (TDMA) and cooperative communications. All nodes utilize a common frame format that requires coarse slot-level synchronization. This can be accomplished via a distributed network timing protocol when a satellite reference is unavailable. BRNs use autonomous cooperative communications rather than distributed beamforming or space-time coding to (i) minimize the communications overhead required for cooperation and (ii) enable multiple transmitters to participate in cooperative links to multiple destinations without knowing which other nodes are transmitting. As detailed in [152], each node applies an independent, random phase-dithering pattern to each relayed message. This induces a time-varying fading characteristic at each receiver. By changing the phase dither within a packet, destructive interference across an entire packet can be avoided. When modern codes with long block lengths are used, the phase-dithering technique effectively translates spatial diversity from multiple transmitters into time diversity that can be captured via maximal-likelihood sequence estimation (MLSE) equalization and iterative detection.

The BRN flooding primitive works as follows. During the first slot of a frame, the source broadcasts its message. During the second slot, any node that received and successfully decoded the initial transmission will rebroadcast it. If more than one node concurrently transmits the message, then the superposition of their signals is received. The diverse signal components are effectively maximal-ratio combined at each receiver. During each subsequent slot, all messages that were successfully decoded during the previous slot are rebroadcasted. The process repeats until either the destination is reached, no receiver successfully decodes
9.2.2 Controlled Barrage Regions

In a traditional network, a link is defined by a transmit/receive radio pair that share a suitably reliable point-to-point communications channel. A unicast route is simply a series of these links connecting a source-destination node pair. In a BRN, however, links are cooperative and comprise multiple transmitters and receivers. A cooperative path is made up of series of cooperative links between the source and destination nodes. A CBR is simply the union of one or more such cooperative paths within some subregion or zone of the overall network. CBRs afford a mechanism for unicast transport that is more robust than both traditional unicast routing and non-cooperative multipath variants [153].

CBRs can be established by specifying a set of buffer nodes around a set of cooperating interior nodes. Each buffer node acts as the source for transmissions into a CBR and the destination for transmissions emanating from within the CBR. External packets may enter the CBR only through a buffer node, and packets internal to a CBR may only propagate to the rest of the network through a buffer node. In this way, multiple unicast transmissions may be established in different portions of the network. This is referred to as spatial reuse. The buffer and interior nodes corresponding to a given source-destination pair can be specified via the broadcast of RTS / CTS packets [153].

An example of linear BRN is shown in Fig. 9.1. Each CBR in the example is made up of a transmission, or a maximum number of transmissions is reached. Packets thus propagate outward from the source via a decode-and-forward approach. To prevent relay transmissions from propagating back towards the source, each node relays a given packet only once.
four nodes. The two interior nodes of each CBR, \( R_1 \) and \( R_2 \), act as relays, while the other two nodes are buffers, acting as the source \( S \) and destination \( D \) of the transmissions within the CBR, respectively. In the case of a linear BRN, each CBR is defined to be a segment of length \( d \), here assumed to be the same for all CBRs.

Let \( N \) be the number of interior nodes in a CBR. Let \( F \) be the number of slots of which a radio frame is composed. Given a packet that is injected within a CBR since each node transmits each packet at most once and since each transmission requires one slot, it requires at most \( N + 1 \) time slots to be received by the buffer node on the other side of the CBR in which the transmission has initially taken place. If \( F < N + 1 \), the initial packet transmitted might require more than a radio frame to reach the destination. In this case, since a new packet may be broadcasted by the source of a CBR during only the first time slot of a radio frame, an intra-CBR collision takes place due to the fact that two or more packets might simultaneously propagate within the same CBR.

In ideal channel conditions, it is possible that the destination receives the initial source transmission in the first slot, though more generally, additional transmissions from the interior nodes may be required for successful reception. The buffer node acting as the source for one CBR also acts as the destination for the previous CBR. Because the nodes operate in a half-duplex mode, it is not possible for the buffer to simultaneously transmit into one CBR while receiving from another CBR. Thus, it is advisable to only allow one of the two CBRs serviced by a given buffer node to be active; i.e., either the CBR that the buffer node is transmitting into is active or the CBR that the buffer node is receiving from is active, but not both. More generally, this suggests that CBRs can be divided into two types during a particular radio frame: 1) active zones and 2) silent zones. During a given radio frame, only the nodes in active zones may transmit. As illustrated in Fig. 9.1, zones will typically alternate between active zones and silent zones, though it is feasible to have even further spatial separation between active zones. A key advantage to alternating between active and silent zones is that it provides spatial separation between adjacent active CBRs, which produce inter-CBR interference to each other.
9.2.3 Network Model

Consider a BRN composed of K CBRs. The BRN is a set of M mobile radios or nodes \( X = \{X_1, \ldots, X_M\} \). As in the previous chapters, the variable \( X_i \) represents both the \( i^{th} \) node and its location. During the \( t^{th} \) time slot of a frame, \( t \in \{1, \ldots, F\} \), node \( X_i \) transmits with probability \( p_i^{(t)} \). Any node in a silent zone will be characterized by \( p_i^{(t)} = 0 \) for all slots of the frame. Since the source of an active CBR may only transmit in the first slot of the frame, it is characterized by \( p_i^{(1)} = 1 \) and \( p_i^{(t)} = 0 \) for \( t \in \{2, \ldots, F\} \).

Let \( X_j^{(t)} \subset X \) be the set of cooperating or barraging nodes that transmit identical packets to \( X_j \) during the \( t^{th} \) time slot and \( G_j^{(t)} \) the set of the indexes of the nodes in \( X_j^{(t)} \). Let \( N_j = \left| X_j \right| \) denote the number of cooperating nodes.

Nodes within the same CBR can transmit if a packet that was injected during a previous radio frame is still propagating, and in this case it causes intra-CBR interference. Nodes in other active CBRs are also potential sources of interference and cause inter-CBR interference. Each node that acts as an interferer will generate CCI with probability \( p_i^{(t)} \). The value of \( p_i^{(t)} \) for each of these nodes will depend on the dynamics of the protocol, as will be described shortly.

Under a distance-dependent path loss model, fading and in absence of shadowing, the outage probability conditioned over the network topology \( \epsilon_j (\Omega) \) is given by (4.9) when the \( N_j \) cooperative transmissions are diversity combined at the receiver. Furthermore, in this case \( \mathbb{P}[I_i = 1] = p_i^{(t)} \) and the normalized received power at the \( j^{th} \) node, when the \( i^{th} \) node transmits, is

\[
\Omega_{i,j} = \begin{cases} r_{i,j}^{-\alpha} & i \in G_j \\ \frac{P_{i,j}}{P_0} r_{i,j}^{-\alpha} & i \notin G_j \end{cases} \quad (9.4)
\]

9.2.4 Controlled Barrage Region as a Markov Process

Consider a single packet being transmitted through a single CBR composed of a source (denoted \( S \)), a destination (\( D \)) and \( N \) relays (\( \{N_1, \ldots, N_N\} \)). At the boundary between any two time slots, each node can be in one of the three following states, which is referred to as the node state:
Figure 9.2: Markov chain for a CBR composed of four nodes (N = 2) and for the duration of three time slots. Transient states are in white, while the CBR success absorbing state is in green and the CBR outage absorbing state is in red. Each of the two absorbing states is the union of several CBR states.

- Node state 0: The node has not yet successfully decoded the packet.
- Node state 1: It has just decoded the packet received during the previous slot, and it will transmit on next slot.
- Node state 2: It has decoded the packet in an earlier slot and it will no longer transmit or receive that packet.

The state of the \textbf{CBR} is the concatenation of the states of the individual nodes within the \textbf{CBR}. Hereafter, it is referred to as the \textbf{CBR state}. The \textbf{CBR} state can be compactly represented by a vector of the form \([S, N_1, ..., N_N, D]\) containing the states of the source, relays, and destination.

As previously mentioned, the behavior of the \textbf{CBR} can be described as an absorbing Markov process, which describes the dynamics of how the \textbf{CBR} states evolve over time \(^2\).

\(^2\)Note that it is often possible to group several \textbf{CBR} states into a single Markov state. For instance, all of the \textbf{CBR} states are grouped corresponding to successful decoding by the destination into a single absorbing Markov state.
Fig. 9.2 shows the Markov chain for a CBR with $N = 2$ relays (a four-node network) for $F = N + 1$ time slots, which is the maximum number of slots that might be used to successfully reach the destination. The CBR states are shown as a 4-element vector, along with the transition probabilities. The message is successfully delivered whenever the destination receives the message, which is indicated by a 1 in the last position of the CBR state vector. Such states are marked in green, and hereafter this condition is referred as a CBR success. The transmission fails whenever all entries in the CBR state vector are either 0 or 2, indicating that none of the nodes that have not yet transmitted have successfully received the message. Such states are marked in red, and hereafter this condition is referred to as a CBR outage. Each transient state in the Markov process corresponds to a single CBR state, and such states are numbered 1 through 6 in the diagram. The 4 CBR states that correspond to a CBR outage are collapsed into a single absorbing state of the Markov process (state 7), and similarly the 9 CBR states corresponding to a CBR success are collapsed into a single absorbing state of the Markov process (state 8).

Consider how the CBR state may change from time $t$ to time $t + 1$. All nodes at time $t$ with node state 1 transmit, so at time $t + 1$, those nodes will now be in state 2. All nodes that have node state 0 at time $t$ will receive the transmission, so at time $t + 1$ these nodes will be either in state 1 (if the transmission was successful) or 0 (if the transmission failed). Since the channels from transmitting to receiving nodes are independent, the state transition probability is the product of the individual transmission probabilities. For instance, the probability of going from state [1100] to [2210] is the product of the probability that $N_2$ successfully decodes the joint transmission (from $S$ and $N_1$) and the probability that $D$ does not successfully decode the transmission. The individual probability of successful decoding at each node is found using the outage probability evaluated by (4.9). While there is a one-to-one correspondence between CBR states and the transient Markov states, there are several CBR states associated with each of the two absorbing Markov states. Thus, for each absorbing Markov state, the probability of transitioning into it is equal to the sum of the probabilities of transitioning into the constituent CBR states.

The Markov transition probabilities are placed as in (9.2), and the two absorbing states are indexed so that the first absorbing state corresponds to a CBR outage, while the second
corresponds to a CBR success. By using (9.3), and since the process always starts in state \( s_1 \), it follows that \( b_{1,1} \) is the CBR outage probability (which is indicated by \( \epsilon_{CBR} \)) and \( b_{1,2} \) is the CBR success probability (which is \( \hat{\epsilon}_{CBR} = 1 - \epsilon_{CBR} \)).

As an example consider the four-node CBR whose nodes are equally spaced along a line, as shown in the inset in Fig. 9.3. In this example, both the intra-acCBR and inter-CBR interference is neglected, and the path loss exponent is \( \alpha = 3.5 \). Assume Rayleigh fading \( (m_{i,j} = 1 \text{ for all } i \text{ and } j) \). Fig. 9.3 shows the CBR outage probability as a function of the SNR for three values of the threshold \( \beta \). Solid curves are obtained analytically according to the methodology described in this chapter, while the markers correspond to a simulation using the methodology introduced in Chap. 8. In particular, the simulation works by first computing the outage probabilities using (4.9), using these probabilities to determine the state-transition probabilities, and simulating each state transition by drawing a random number. During each Monte Carlo trial, the set of links that provide successful transmission is identified and if so there exists a set of links that connects the source to the destination. If there is no set of links that connects the source to the destination, a routing failure is counted. The analytical results coincide with the simulations as shown in Fig. 9.3 and any
discrepancy between the curves can be attributed to the finite number of Monte Carlo trials (10^7 trials were executed per SNR point).

9.2.5 Inter-CBR Interference

This subsection focuses only on inter-CBR interference and assumes that the transmission from a CBR’s source to its destination must take place within one radio frame or else an outage occurs. Since each transmission requires one slot, the maximum number of slots per radio frame is also N + 1. While variable-length frames could be supported, this would complicate the synchronization of neighboring CBRs. It is thus assumed that all CBRs have N interior nodes and F = N + 1.

Iterative method

Let $P_k$ represent the transition matrix of the $k^{th}$ CBR. The transition probabilities in $P_k$ are computed using (4.9), which depend on the $\{p_i^{(t)}\}$ associated with nodes in other CBRs. However, each $p_i^{(t)}$ represents the probability that node $X_i$ transmits during time slot $t$, which can be found from the $P_k$ of the corresponding CBR. Thus, interference causes a linkage between the transition probabilities in the given CBR and the transmission probabilities of adjacent CBRs. While this linkage could be handled by considering the overall BRN as one large Markov chain, this is a cumbersome solution as the number of states grows exponentially with the number of nodes. A more efficient approach is an iterative one, which alternates between computing the $\{p_i^{(t)}\}$ and the $\{P_k\}$.

Let $S_{i,t}$ be the set of states associated with time slot $t$ and labeled with a ‘1’ in the position corresponding to $X_i$. These are the states for which $X_i$ transmits during time slot $t$. The probability $p_i^{(t)}$ can be found by adding the probabilities of being in each of the states in $S_{i,t}$, given that the system starts from initial state $s_1$. The probability of being in state $s_j \in S_{i,t}$ is found by multiplying the probabilities of all transitions in the Markov chain leading from state $s_1$ to state $s_j$.

Let $P_k[i_t]$ represent the state transition matrix for the $k^{th}$ CBR corresponding to iteration $i_t$, and similarly let $p_i^{(t)}[i_t]$ represent the transmission probability for the $i^{th}$ user during the
Figure 9.4: CBR outage probability for the $k^{th}$ CBR as function of the number of iterations used, when only the inter-CBR interference is considered. Set of curves at the top: $\text{SNR} = 0$ dB. Set of curves at the bottom: $\text{SNR} = 10$ dB. Each set of curves is obtained using three values of $\alpha$.

$t^{th}$ time slot corresponding to iteration $i_t$. The iterative method can be described as follows:

1. Initialization: Set $i_t = 0$ and initialize $p_i^{(t)}[0] = 0, \forall i, t$, which corresponds to neglecting interference. Then compute each $P_k[0]$ using the initial $\{p_i^{(t)}[0]\}$.

2. Recursion: Increment $i_t$. Evaluate each $P_k[i_t]$ using the $\{p_i^{(t)}[i_t - 1]\}$ from the previous iteration.

3. Decision: Halt the process if $\| (P_k[i_t] - P_k[i_t - 1]) \|_F < \xi, \forall k$, where the operator $\| \cdot \|_F$ is the Frobenius norm and $\xi$ is a tolerance. Otherwise, go back to step 2.

The approach is further simplified if it is assumed that the BRN is comprised of an infinite cascade of CBRs, all having identical topology. Otherwise, each CBR can be modeled by a different Markov chain characterized by a specific $P_k$. Under the assumption of an infinite cascade of identical CBRs, the $P_k$ and the set of $\{p_i^{(t)}\}$ will be the same in all active zones. Because of this, performance can be described by a typical CBR.

As an illustrative example, assume that each CBR is composed of four nodes which are configured as in the inset of Fig. 9.3. The typical CBR is analyzed assuming it receives
CCI from just the two closest adjacent active zones (the interference from distant zones is neglected). Fig. 9.4 shows the CBR outage probability for a typical CBR as a function of the number of iterations used in the algorithm described above. Curves are shown for two values of SNR and three values of $\alpha$. All six curves are obtained with $\beta = 6$ dB, $\alpha = 3.5$ and under the assumption of Rayleigh faded channels. Fig. 9.4 shows that the CBR outage probability increases as a function of the number of iterations, and that the iterative method converges rapidly after very few iterations.

**Network Optimization**

In the context of a BRN, the ASE for a line network is

$$S_{ase} = T d_{CBR} \quad (9.5)$$

where $T$ is the throughput of the CBR and $d_{CBR}$ is the distance between the CBR’s source and destination. From [?], the throughput can be written as

$$T = \left(1 - \epsilon_{CBR}\right) F R \quad (9.6)$$

where $R$ is the code rate expressed in units of bits per channel use (bpcu).

Substituting (9.6) into (9.5), and relating the rate and the SINR threshold the Shannon capacity for complex discrete-time AWGN channels, yields

$$S_{ase} = d_{CBR} \frac{\epsilon_{CBR}}{2(N+1)} \log_2(1 + \beta) \quad (9.7)$$

where the factor 2 in the denominator is a consequence of the buffer nodes operating in half-duplex mode, or, equivalently, due to alternating between active and silent zones.

Let $X_k$ be a vector containing the position of the $N$ relays in the $k^{th}$ CBR. The goal of the network optimization is to determine the set $\Theta = \{X_k, R, N, d_{CBR}\}$ that maximizes (9.7). Because (9.7) is nonlinear in $\Theta$ and the search space is multi-dimensional, efficiently finding a solution is a challenge. However, by initially using an exhaustive search, we have confirmed that the optimization surface is convex over the set $\{R, N, d_{CBR}\}$. Thus, the optimization can be solved through a convex optimization over $\{R, N, d_{CBR}\}$ combined by a stochastic optimization over $X_k$. It follows that an efficient approach to find the optimal set $\Theta$ is as follows:
1. For each of the parameters $N$, $R$ and $d_{CBR}$, select a pair of endpoints and a midpoint ($3^3 = 27$ points). The endpoints should initially be far enough apart to guarantee that the optimal point lies within the endpoints.

2. Define a reference vector $X_{ref}(N,d_{CBR})$, which is a vector $X_k$ for the pair $(N,d_{CBR})$ and a reference set $\{X_{ref}(N,d_{CBR})\}$ containing the reference vectors of all $(N,d_{CBR})$ considered by the algorithm. Create three vectors $\{X_k\}$ for each pair of $(N,d_{CBR})$. When $(N,d_{CBR})$ is chosen for the first time, the first vector of $\{X_k\}$ is obtained by placing the $N$ relays on the length-$d_{CBR}$ line connecting the source and the destination and this vector is added to the reference set, constituting $X_{ref}(N,d_{CBR})$ for the pair $(N,d_{CBR})$ chosen. The placement is done in such way that relays are separated by a minimum distance $r_s = \frac{d_{CBR}}{3N}$, but are otherwise uniformly distributed along the line. If the pair $(N,d_{CBR})$ has been already used, the first vector of $\{X_k\}$ is set to be equal to $X_{ref}(N,d_{CBR})$. The other two vectors are obtained by mutating $X_{ref}(N,d_{CBR})$ as follows:

   (a) For each relay in $X_{ref}(N,d_{CBR})$, draw a Bernoulli random variable indicating if the relay should be moved or if it should remain in its current location.

   (b) If the node $X_i$ is to be moved, the direction (right or left) of movement is selected with equal probability. The new position is obtained by moving the current position in the selected direction by a distance $\Delta = \frac{d_{CBR}}{n_\Delta N}$, where initially $n_\Delta = 2$.

3. Compute the ASE by (9.7) for the endpoints and the midpoints of the interval of one of the parameters in the set $\{R, N, d\}$ and for the different sets of locations of the relays. For each pair $(N, d)$ chosen, determine the vector $X_k$ that provides the higher ASE and replace the $X_{ref}(N,d)$ in the reference set with this vector.

4. For the same parameter of the set $\{R, N, d_{CBR}\}$ used in step 3, move the midpoint of the interval towards the endpoint that gives higher ASE. For each pair $(N,d_{CBR})$, generate the three sets of positions as in step 2.

5. Repeat step 3 and 4 recursively for all the parameters in the set $\{R, N, d_{CBR}\}$ and
Table 9.1: Optimization results when inter-CBR interference is considered.

<table>
<thead>
<tr>
<th>SNR (in dB)</th>
<th>CCI</th>
<th>R</th>
<th>N</th>
<th>$d_{CBR}$</th>
<th>Optimal nodes’ location for a line network</th>
<th>$S_{opt}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>✓</td>
<td>4.452</td>
<td>0</td>
<td>0.3</td>
<td><img src="image" alt="Location Diagram" /></td>
<td>0.490</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>4.421</td>
<td>5</td>
<td>1.2</td>
<td><img src="image" alt="Location Diagram" /></td>
<td>0.402</td>
</tr>
<tr>
<td>5</td>
<td>✓</td>
<td>4.611</td>
<td>0</td>
<td>0.4</td>
<td><img src="image" alt="Location Diagram" /></td>
<td>0.683</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>4.452</td>
<td>5</td>
<td>1.7</td>
<td><img src="image" alt="Location Diagram" /></td>
<td>0.559</td>
</tr>
<tr>
<td>10</td>
<td>✓</td>
<td>5.028</td>
<td>0</td>
<td>0.5</td>
<td><img src="image" alt="Location Diagram" /></td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>4.547</td>
<td>5</td>
<td>2.3</td>
<td><img src="image" alt="Location Diagram" /></td>
<td>0.777</td>
</tr>
</tbody>
</table>

Gradually reduce for one parameter at a time the range between the endpoints and the midpoint until a certain tolerance is reached. If the optimal ASE remains the same as in the previous iteration $n_\Delta$ is increased by one, until a certain value is achieved.

6. If the optimal ASE remains the same as in the previous iteration, for all the parameters in the set $\{R, N, d_{CBR}\}$ it is not possible to further reduce the range between the endpoints and the midpoint, since a given tolerance is achieved, and $n_\Delta$ reaches its maximum value, the algorithm stops.

Using the methodology described above, optimization results were obtained under the same assumptions that were used in the previous subsection. In particular, it is assumed that the BRN extends infinitely and CBRs are composed of line networks with the same number of relays which are all equally positioned. For each CBR the only CCI considered are the ones from the two closest adjacent active zones (the interference from farther active zones is neglected, since they are at least at $3d_{CBR}$ distance away). Although these assumptions can be relaxed using the analysis and methodology proposed along this chapter, in this subsection they are used for simplicity of exposure.

Table 9.1 shows the optimal values of $N$, $R$, $d_{CBR}$ and the optimal location for the $N$ relays. Optimization results are provided for three values of $\Gamma$ and when the CCI is neglected.
as well as when they are taken into account. Vertical red lines indicate the optimal position of the mobiles for $\text{SNR} = 0 \ \text{dB}$, and they are used to facilitate the graphical analysis and comparison of the optimal location of the mobiles for different scenarios. For all scenarios considered, the path loss exponent is fixed to $\alpha = 3.5$. Table 9.1 emphasizes that when there is no CCI, the optimal configuration for a cooperative BRN is to use short CBRs characterized by a point-to-point conventional communication, while five relays distributed over a larger CBR allow to achieve the optimal $\text{ASE}_{\text{opt}}$ when there is CCI from the adjacent CBRs. As expected, the optimal $\text{ASE}$ increases by increasing $\text{SNR}$, since the links experience a more favorable channel. Furthermore, the optimal $\text{ASE}$ increases going from a scenario in which there is CCI to one in which CCI is neglected, and this is more prominent as $\text{SNR}$ increases since the network becomes more interference sensitive. In agreement with [154], an increase in $\text{SNR}$ produces a shift towards the source of the optimal position of the relays, which increases the likelihood to cooperate among themselves. A more favorable condition of the channel produces an increment in both the optimal code rate $R$ and in the optimal dimension of the CBR.

9.2.6 Intra-CBR Interference

While in the previous subsection, it is assumed that a time frame is sufficiently long to ensure that a packet reaches the destination before a new packet is injected within a CBR, this is not generally valid. In fact, in practice BRNs often employ a fixed frame length of $F = 4$ and a fixed maximum number of relays that is greater than $F$ [150]. In such networks, spatial pipelining enables multiple packets, which will share the same radio resources, to be active simultaneously within a given CBR. As previously mentioned, a new packet is injected in a given CBR during the first time slot of each new radio frame, and when multiple packets propagate with a given CBR they interfere with each other. In order to account for this source of interference within the aforementioned framework and in order to account for the effect of correlation among packets an iterative method is introduced, which is based on a Viterbi-like algorithm. Finally, similar to the previous subsection, an optimization is performed for a line network subject to intra-CBR interference in order to
maximize its throughput by opportuneely selecting the rate, the number of relays of which a CBR is composed, as well as the number of time slots that compose the radio frame.

**Iterative method**

Let $P^z_k$ represent the transition matrix of the $k^{th}$ CBR for the $z^{th}$ packet. When the inter-CBR interference is neglected, but multiple packets can simultaneously propagate within the same CBR there is a linkage between the transition probabilities for the $z^{th}$ packet $P^z_k$ and the transmission probabilities of the nodes within the $k^{th}$ CBR that may be active in letting other packets propagate during the interval of time the $z^{th}$ packet is broadcasted. Furthermore, the probabilities of transmission for the $z^{th}$ packet during a given radio frame depends also on the reciprocal interference produces by packets that have been propagating or had propagated within the $k^{th}$ CBR since the very first transmission. These linkages could be handled by considering a large Markov chain, which describes the full dynamics in time of the $k^{th}$ CBR. However, this solution is in most cases computational infeasible. A more appropriate approach is to use a Viterbi-like algorithm to iteratively update the transition matrix of the $k^{th}$ CBR on a radio frame basis, alternating between the computation of the $\{P^z_k\}$ and the $\{p^{(t)}_{i,z}\}$, where $p^{(t)}_{i,z}$ is the probability that the $i^{th}$ node transmits the $z^{th}$ packet during time slot $t$.

Let $Z[f]$ indicate the set of packets that might be active during the $f^{th}$ radio frame, which are ordered based on when they are first injected. Let $Z[f](i)$ be the $i^{th}$ element of the set $Z[f]$ and let $N_{pk}[f] = |Z[f]|$ is their number. Let $P^z_k[i_t]$ represent the state transition matrix for the $k^{th}$ CBR at iteration $i_t$ for the $z^{th}$ packet, when it is active during the $f^{th}$ radio frame, and similarly let $p^{(t)}_{i,z}[i_t]$ represent the transmission probability at iteration $i_t$ for the $i^{th}$ user when it transmits the $z^{th}$ packet during the $t^{th}$ time slot of the $f^{th}$ radio frame. Let $I_f$ indicate the maximum number of iterations needed to evaluate the transition matrix for the packet that is first transmitted during the $f^{th}$ radio frame. The iterative method can be described as follows:

1. Initialization: Set $f = 1$ and $i_t = 0$. Find the set $Z[1]$ of packets that might be active during the first radio frame. Initialize $p^{(t)}_{i,z}[0] = 0, \forall i, t$ and $z \in Z[1]$. Note, that this
corresponds to neglecting interference within the $k^{th}$ CBR during the duration of the first radio frame. Furthermore, it allows the iterative method to start from the scenario where the first packet injected within the $k^{th}$ CBR is not subject to any intra-CBR interference, unless it is still propagating during one of the successive radio frames. Compute $P^k_z[0]$ using the initial $\{p_{i,z}[0]\}$ for all $z \in Z[1]$.

2. Recursion:

(a) Increment $i_t$. Compute $P^k_z[i_t]$ using the $\{p_{i,z}[i_t]\}$ from the previous iteration for all $z \in Z[f]$.

(b) Go back to step 2a until $\| (P^k_z[i_t] - P^k_z[i_t - 1])_F < \xi, \forall z \in Z[f]$, where the operator $\| \cdot \|_F$ is the Frobenius norm and $\xi$ is a tolerance.

3. Decision: Halt the process if both the following conditions are met:

- $\| (P^Z[f](i)[I_f] - P^Z[f-1](i)[I_{f-1}])_F < \xi, \forall i \in \{1, \ldots, N_{pk}[f - 1]\}$;
- $f \neq 1$.

Otherwise,

(a) Increment $f$. Set $i_t = 0$. Evaluate the set $Z[f]$ of packets that might be active during the $f^{th}$ radio frame.

(b) go back to step 2.

Note that this approach not only accounts for the reciprocal interference that different packets produce to each other, but also for the effect of the correlation among them. As an illustrative example, assume that a CBR is composed of four nodes ($N = 2$) which are configured again as in the inset of Fig. 9.3. The CBR is analyzed by neglecting the inter-CBR interference. Fig. 9.5 shows the CBR outage probability when the length of the radio frame is varied within the set $F = \{1, 2\}$ as function of the number of radio frames that need to be considered in the aforementioned iterative method. Curves are shown for three values of the path loss exponent. All curves are obtained with $\beta = 6$ dB, $\text{SNR} = 0$ dB, and under the assumption of Rayleigh faded channels. Fig. 9.5 shows that the iterative method converges very quickly.
Figure 9.5: CBR outage probability for the $k^{th}$ CBR as function of the number of radio frames considered, when only the intra-CBR interference is taken into account.

Network Optimization

Using (9.5) and (9.6), and by relating again the rate and the SINR threshold by the Shannon capacity for complex discrete-time AWGN channels, in this scenario the ASE can be written as follows

$$S_{ase} = d_{CBR} \hat{\epsilon}_{CBR} \frac{F}{\log_2 (1 + \beta)}.$$  \hspace{1cm} (9.8)

As can be observed in (9.8), there is a tradeoff between the rate, the number of relays that compose a CBR, and the number of time slots in a radio frame. Therefore, the goal of the network optimization is to determine the set $\Theta = \{R, N, F\}$ that maximizes (9.8). While an exhaustive search could be a good alternative to this type of non-linear optimization problem, a more efficient method can be used. In particular, after finding that the optimization surface is convex over $\{R, N, F\}$, a more efficient approach to find the optimal set $\Theta$ is as follows:

1. For each of the parameters $N$, $R$ and $F$, select a pair of endpoints and a midpoint ($3^3 = 27$ points). The endpoints should initially be far enough apart to guarantee that the optimal point lies within the endpoints.
Table 9.2: Optimization results when intra-CBR interference is considered.

<table>
<thead>
<tr>
<th>$d_{CBR}$</th>
<th>SNR (in dB)</th>
<th>$R$</th>
<th>$N$</th>
<th>$F$</th>
<th>$S_{opt}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>4.389</td>
<td>7</td>
<td>3</td>
<td>1.361</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5.676</td>
<td>7</td>
<td>3</td>
<td>1.811</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>5.028</td>
<td>6</td>
<td>2</td>
<td>2.509</td>
</tr>
<tr>
<td>0.5</td>
<td>0</td>
<td>5.028</td>
<td>5</td>
<td>2</td>
<td>1.256</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>6.658</td>
<td>5</td>
<td>2</td>
<td>1.6615</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>8.309</td>
<td>5</td>
<td>2</td>
<td>2.062</td>
</tr>
</tbody>
</table>

2. Compute the ASE by (9.8) for the endpoints and the midpoints of the interval of one of the parameters in the set $\{R, N, F\}$.

3. For the same parameter of the set $\{R, N, F\}$ used in step 2, move the midpoint of the interval towards the endpoint that gives higher ASE.

4. Repeat step 2 and 3 recursively for all the parameters in the set $\{R, N, F\}$ and gradually reduce for one parameter at the time the range between the endpoints and the midpoint until a certain tolerance is reached. If the optimal ASE remains the same as in the previous iteration, the algorithm stops.

Using the methodology described above, optimization results were obtained under the assumption that the inter-CBR interference can be neglected. A line network is considered, which is composed of a CBR with nodes disposed at equal distance from each other.

Table 9.2 shows the optimal values of $N$, $R$, and $F$. Optimization results are provided for three values of $\Gamma$. Two length for the CBR are considered. For all the scenarios considered, the path loss is fixed to $\alpha = 3.5$. Table 9.2 shows that as expected the optimal ASE increases by increasing SNR. More importantly, as the SNR increases, it is possible to more frequently inject new packets by reducing the length of the radio frame and slightly reduce the code rate. As the length of the CBR is reduced, a fewer number of relays is required, and while as expected the throughput increases, a lower ASE is achieved.

---

3Note that here for sake of simplicity the inter-CBR interference is neglected, but it can be taken into account by jointly using the iterative method described in this subsection, together with the one described in the previous subsection.
9.3 Chapter Summary

This chapter has presented a novel analytical framework to model and analyze cooperative multi-hop networks. The main advantage of this framework compared to those in the literature is in the reduced computational effort required, since it builds on the analysis developed along this dissertation, which allows to evaluate the link outage probability for diversity combining in closed-form and doesn’t require any averaging over the fading gains. This framework is then applied to analyze and optimize unicast in a BRN. A BRN is analyzed by describing the behavior of each constituent CBR as a Markov chain and the transition probabilities are computed by using a closed form expression for the outage probability, which takes into account the path loss, Rayleigh fading, and interference. Both inter-CBR and intra-CBR interference are considered. Both sources of interference cause an interdependence between the transmission and transition probabilities, which is taken into account by an iterative method. In the case of inter-CBR interference, the iterative method updates the probability of collisions for each CBR at each iteration for each one of the time slots. In contrast, intra-CBR is handled by using a Viterbi-like algorithm to iteratively update the transition probabilities on a radio frame basis, while still accounting for the interdependence between packets that simultaneously propagate within a CBR and their temporal correlation. The analysis and each iterative method have been used to perform an optimization of a BRN by accounting individually for a single type of interference. First only the inter-CBR interference are considered, and the aim has been to maximize the ASE by finding the optimal number of relays that need to be used in the CBRs that compose the BRN, their optimal placement, the optimal size of the CBRs, and the optimal code rate at which the nodes transmit. Finally, the effect of intra-CBR interference is studied and the network is optimized for several different scenarios with the aim again of maximizing the ASE by choosing opportune length of a radio frame, the code rate at which a node transmits and the number of relays involved in the communication. While the analysis and the model have been applied to study and optimize a BRN, this work could be extended to different types of cooperative ad hoc networks.
Chapter 10

Conclusion

In this dissertation, the effect of interference and computational complexity has been studied in the context of modern wireless communication systems. The first main contribution of this dissertation is the development of a novel analytical framework that captures the effects of interference and fading by evaluating the outage probability for wireless networks with interferers located according to a point process when the signal is subject to fading. This framework is applied to a variety of cases in order to demonstrate its wide applicability and benefits in modeling both conventional and cooperative networks (i.e., conventional and cooperative cellular networks, and multi-hop ad hoc networks).

The second main contribution of the dissertation is the development of an analytical framework to estimate the computational resources required to decode a signal under a given performance constraint. This framework has been used to highlight the benefit of pooling computational resources and centrally processing uplink signals as an alternative to a conventional distributed approach. A better understanding of the interplay between available computing resources and the required communications performance is provided. The dissertation developed computationally aware schedulers, in order to better manage the resources available in systems such as Cloud-RANs, where the quality of communications is strongly effected by the limited computational resources available for processing the communication signals.

By leveraging its proposed analytical framework, the dissertation provided a novel methodology to optimize future-generation multiple-access networks, including FH systems, with the
aim to further mitigate the effect of frequency-selective fading and prevent the near-far problem. The optimization accounts for the modulation format used, but also for the presence of fading and interference effects, including CCI and ACI. This work has concluded by describing a more efficient and accurate method to stochastically model and study the performance of cooperative multi-hop wireless networks in presence of interference, which was applied to model and optimize a BRN.

10.1 Summary and Publications

After an introductory chapter, the discussion starts in Chap. 2, which builds an alternative analytical framework to evaluate the outage probability of an arbitrarily shaped network subject to fading and with the location of the interferers distributed according to a point process. In this chapter, the effect of spatial correlation of the interference has been also quantified. The main contribution of this chapter lies in the fact that the common assumption of an infinite network has been relaxed, and the analysis is broken into multiple steps, which help to distinguish the effect of fading, shadowing and spatial distribution, which are mechanisms that operate over different time scales. A closed-form expression is provided for the outage probability averaged over the fading and conditioned on the topology of the network and shadowing gains. This expression is particularly useful and results to be very efficient when analytical untractable spatial models are adopted, or more sophisticated shadowing models or path loss models want to be considered. In this case, the use of simulations is necessary, but they are notably simplified since the effect of the small scale fading is already taken into account. The analytical framework described in this chapter has been initially published and presented at the 2012 Virginia Tech Symposium on Wireless Personal Communication [1] under the simplified assumption of Rayleigh fading and a circular network, and then in IEEE Communication Letters [2] for an arbitrarily shaped network. The work on the quantification of the spatial correlation has been instead enclosed in a manuscript under preparation [3].

In order to prove the wide applicability of the framework introduced in Chap. 2, Chap. 3 applies it to model and analyze the performance of DS-CDMA cellular uplinks. The model and the analysis, are very general and can handle a very large variety of MAC protocols
and resource allocation policies. The main contribution of this chapter lies in the adoption of a more accurate spatial model for both the BSs and UEs, which guarantees a minimum separation among devices and mimics more closely the deployment of an actual cellular network. Furthermore, the analysis allows to discharge the common assumptions of identical fading conditions for each link and a distance dependent path loss model with a single slope. The results contained in this chapter have been initially published and presented at the 2013 IEEE International Conference on Computing, Networking, and Communications [4] for the downlink, and at the 2013 IEEE International Conference on Communication [5] for the uplink. The work leading to this chapter has been also published on IEEE Transaction on Communications [6].

The analytical framework built in Chap. 2 has been extended in Chap. 4 in order to account for the case when a receiving device performs diversity combining of signals from multiple source transmitters. In this case, the analysis is applied to model and analyze a DS-CDMA downlink MCC and a MBSFN. The main contribution lies in the derivation of a closed-form expression for the outage probability averaged over the fading, which allow to adopt a more accurate spatial model, a distance dependent fading model and doesn’t preclude the usage of a path loss model with multiple slopes. This work has been published and presented at the 2013 IEEE Global Telecommunication Conference [7] and at the 2014 IEEE International Conference on Acoustic, Speech and Signal Processing [8].

Chap. 5 builds an analytical framework to estimate the required data processing resources under a given performance constraint, which allows to underline the tradeoff between the throughput and the computational complexity. In this chapter, the emphasis has been given to the Cloud-RAN architecture, and the developed analytical framework is used to highlight the benefits of pooling computational resources and centrally process uplink signals from a group of BSs also by the introduction of novel metrics (i.e., computational outage, computational diversity and computational gain). As shown along Chap. 5 despite some simplificative assumptions that have been made and which are necessary for the tractability of the problem, the analytical framework is very accurate and provides a good match with simulations obtained through a system level simulator compliant with the 3GPP LTE standard. The analytical framework and the findings of this chapter have been published on
IEEE Transaction on Wireless Communications [9].

Following from Chap. 5 Chap. 6 provides more insights on how the communications performance are effected by the computational resources available. In this chapter, three computational aware schedulers are designed for practical systems, which are able to significantly reduce the computational effort required at the receiver by opportuneely selecting the \textbf{MCS} scheme to use for each uplink and improve the overall performance of the network by reducing or eliminating the likelihood of computational outages. The first scheduler called \textbf{CAS} chooses the \textbf{MCS} to adopt by opportuneely backing-off from capacity with the aim to reduce the computational complexity required at the receiver in order to reduce the probability of computational outage. The other two schedulers, \textbf{SWF} and \textbf{SCC} are designed with the aim to completely avoid computational outages while the objective is to maximize the achieved sum-rate. \textbf{SWF} is based on a water-filling algorithm, while \textbf{SCC} is more intuitive and simple and uses a complexity-cut-off approach. While the concepts of computational outage and detailed performance evaluation of \textbf{CAS} have been published and presented at the 2014 IEEE Global Telecommunication Conference [10], the remaining part of this chapter will be presented in the 2015 venue [11]. The work discussed in both Chap. 5 and Chap. 6 will also appear on a book chapter [12].

Chap. 7 focuses on FH systems in general, and in particular on ad hoc networks which uses a non-coherent \textbf{CPFSK} modulation. This modulation format depends on the modulation index, the number of frequency channels in which the overall bandwidth is divided and the fractional in-band power, which is the fraction of the signal power that lies within the band of each frequency channel. These parameters are often chosen arbitrarily. However, the chapter shows that under two different rate-allocation policies that optimally selecting them together with the rate, it is possible to achieve a significant improvement of the performance of the system. The results of this research have been published and presented at the 2012 IEEE Symposium on Military Communications [13], at the 2013 IEEE International Conference on Communication [14], and at the 2015 IEEE Symposium on Military Communications [15]. Furthermore, a manuscript, which will be submitted to IEEE Transaction on Communications [16] and summarizes all our results on the topic, is in preparation.

Chap. 8 introduces a new methodology to model and analyze the performance of multi-
hop routing protocols in ad hoc networks which builds on the analytical framework introduced in Chap. 2. This chapter accounts for the effect of the interference and their spatial and temporal correlation and evaluates the performance of two representative geographic routing protocols in order to gain perspective about their advantages and disadvantages. The main contribution of this chapter is in proposed paradigm, which can be used for rapid performance assessment of a large variety of routing protocols. The methodology proposed in this chapter is able to discharge some of the common assumptions made in the related work in the litterature, such as the independence of the success probabilities of path from the source to the destination even when paths share the same links. This work has been published and presented at the 2013 and 2014 IEEE Symposium on Military Communications [17,18] and has been accepted to publication on IEEE Transactions on Communications [19].

Chap. 9 introduces an efficient method to stochastically model and study the performance of cooperative multi-hop networks when accounting for CCI originated by multiple packets that simultaneously propagate along the network, their temporal correlation and interdependence. The dynamics of how a cooperative protocol evolves over time is described through an absorbing Markov chain, which uses the analysis developed in Chap. 4 to evaluate the transmission probability of each relay. This methodology differs from the ones existing in the literature, since the end-to-end probability of success of a cooperative network is not evaluated by starting from a single set of channel realizations (as it is usually done) and then averaging over them, but through the channel outage framework developed along this dissertation. As already stated, this framework provides the channel outage probability already averaged over the fading and in this context it drastically reduces the computational effort to model and analyze a cooperative multi-hop network. As an example of its applicability, this framework is used in this chapter to analyze the performance of a BRN and perform an optimization of such a system over a set of parameters, which includes the code rate, and the number of relays used. The work related to inter-CBR interference has been published and presented at the 2014 IEEE Symposium on Military Communications [20], while the remaining work has been enclosed in a recently submitted manuscript [21].
10.2 Future Work

As already mentioned, the analytical frameworks proposed in this dissertation are very general and they can be adopted to several other applications and case of studies. Suggestions for future work and extensions of this work might include:

1. **Cognitive Networks**: The limited bandwidth available and the inefficient usage of the spectrum has led in the past years a significant amount of research devoted to cognitive radio. In a cognitive radio, a cognitive (secondary) user is allowed to share the spectrum with a primary users, as long as its interference is below a certain threshold. In this type of networks the geometry plays an important role and the analytical framework developed in Chap. 2 can be actually used to analyze the interaction between primary and secondary users.

2. **Other diversity techniques**: An attempt to expand the analytical framework developed in Chap. 2 for other diversity techniques can be made, which will open another large set of interesting applications and optimization problems.

3. **MmWave and device-to-device communication**: Since the analysis developed in Chap. 2 and Chap. 4 allows to consider non identical fading conditions at each link and a multiple slope path loss model can be adopted, the methodology introduced in Chap. 3 can be used to accurately model and analyze multi-antenna transmissions in millimeter-wave heterogeneous cellular networks and device-to-device communication.

4. **Computational requirements: channel outage and interference**: One of the weak points of the analytical framework developed in Chap. 5 is that the channel outage is not explicitly taken into account. In a real system, the computational outage and channel outage can both occur, in a non mutually exclusive manner, and they are both equally important for the overall performance of the network. For instance, when a channel outage occurs, the maximum computational complexity might be invested and the data processing requirements might change. Therefore another possible extension of this work might be to analytically account for the channel outage in the proposed framework, in order to estimate more accurately the data processing requirements of
the network. Furthermore, the effect of co-channel interference needs to be taken into account, and bounds might be derived for the novel performance metrics introduced in this chapter.
Appendix A

Conditional Outage Probability: Derivation

This appendix provides details leading to (2.9). Let \( \bar{F}_{Z_j} (z|\Omega) = 1 - F_{Z_j} (z|\Omega) \) denote the complementary CDF of \( Z_j \) conditioned on \( \Omega \). Assuming that the Nakagami parameter \( m_{0,j} \) of the source’s channel is integer-valued, the CDF of \( Z_j \) can be computed as follows [155]:

\[
\bar{F}_{Z_j} (z|\Omega) = \mathbb{P}[Z_j > z|\Omega] = \mathbb{P} \left[ S_j > z + \sum_i Y_{i,j} \right] = \int \ldots \int_{\mathbb{R}^M} f_Y(y) F_{S_j} \left( z + \sum y_i \right) \, dy \quad (A.1)
\]

where the integral is over \( M \)-dimensional real space. Taking into account the Nakagami fading and the activity probability \( p_i \), the PDF of \( f_Y(y) \), which is the joint PDF of the vector \( Y = \{Y_{1,j}, \ldots, Y_{M,j}\} \), is

\[
f_{Y_i}(y) = (1 - p_i) \delta(y) + p_i \left( \frac{m_{i,j}}{\Omega_{i,j}} \right)^{m_{i,j}} \frac{y^{m_{i,j}-1}}{\Gamma(m_{i,j})} \exp \left( - \frac{m_{i,j}y}{\Omega_{i,j}} \right) u(y) \quad (A.2)
\]

where \( u(y) \) is the step function, \( \delta(y) \) is the Dirac delta function, and

\[
\Gamma(x) = \int_0^\infty y^{x-1} e^{-y} \, dy. \quad (A.3)
\]

The gamma-distributed \( S_j \) with Nakagami parameter \( m_{0,j} \) has a CDF which is

\[
F_{S_j}(s) = \exp \left( - \frac{\beta m_{0,j} s}{\Omega_{0,j}} \right) \sum_{\mu=0}^{m_{0,j}-1} \frac{1}{\mu!} \left( \frac{\beta m_{0,j} s}{\Omega_{0,j}} \right)^\mu. \quad (A.4)
\]
Substituting (A.4) into (A.1) and performing a few manipulations yields

\[
\bar{F}_{Z_j}(z|\Omega) = \exp \left( -\frac{\beta m_{0,j} z}{\Omega_{0,j}} \sum_{\mu=0}^{m_{0,j}-1} \left( \frac{(\beta m_{0,j} z)^{\mu}}{\mu!} \right) \right) \times \int_{\mathbb{R}^M} \ldots \int \exp \left( -\frac{\beta m_{0,j}}{\Omega_{0,j}} \sum_{i=1}^{M} y_i \right) \left( 1 + z^{-1} \sum_{i=1}^{M} y_i \right)^{\mu} dy. 
\] (A.5)

Since \(\mu\) is an integer, the binomial theorem gives the series expansion:

\[
\left( 1 + z^{-1} \sum_{i=1}^{M} y_i \right)^{\mu} = \sum_{t=0}^{\mu} \left( \begin{array}{c} \mu \\ t \end{array} \right) z^{-t} \left( \sum_{i=1}^{M} y_i \right)^{t}. 
\] (A.6)

A multinomial expansion yields

\[
\left( \sum_{i=1}^{M} y_i \right)^{t} = t! \sum_{\ell_i \geq 0, \sum_{i=1}^{M} \ell_i = t} \left( \prod_{i=1}^{M} \frac{y_i^{\ell_i}}{\ell_i!} \right). 
\] (A.7)

Substituting (A.6) and (A.7) into (A.5), performing a few manipulations, and assuming that the interfering channels fade independently,

\[
\bar{F}_{Z_j}(z|\Omega) = \exp \left( -\frac{\beta m_{0,j} z}{\Omega_{0,j}} \sum_{\mu=0}^{m_{0,j}-1} \frac{(\beta m_{0,j} z)^{\mu}}{\mu!} \sum_{t=0}^{\mu} \left( \begin{array}{c} \mu \\ t \end{array} \right) z^{-t} \sum_{i=1}^{M} y_i \right) \prod_{i=1}^{M} G_{\ell_i}(\Omega_{i,j}) 
\] (A.8)

where

\[
G_{\ell_i}(\Omega_{i,j}) = \int_{\mathbb{R}} \exp \left( -\frac{\beta m_{0,j} y}{\Omega_{0,j}} \right) \frac{y^{\ell_i}}{\ell_i!} f_{Y_{i,j}}(y) dy. 
\] (A.9)

Substituting (A.2) in (A.9),

\[
G_{\ell_i}(\Omega_{i,j}) = (1 - p_i) \delta_{\ell_i} + \frac{p_i \Gamma(\ell_i + m_{i,j})}{\ell_i! \Gamma(m_{i,j})} \left( \frac{\Omega_{i,j}}{m_{i,j}} \right)^{\ell_i} \left( \frac{\beta m_{0,j} \Omega_{i,j}}{m_{i,j} \Omega_{0,j}} + 1 \right)^{- (m_{i,j} + \ell_i)}. 
\] (A.10)

Finally, by substituting (A.10) into (A.8) and then into (2.8), (2.9) is obtained.
Appendix B

Asymptotic Outage Analysis

This appendix provides details leading to (2.50) through two approaches: 1) direct approach using classic probability theory; 2) stochastic geometry approach.

2.1 Direct Approach

Let $\mathcal{A}$ include the interferers on the entire plane $\mathbb{R}^2$. The outage probability can be found by taking the limit of (2.49) as $r_{in} \to 0$ and $r_{out} \to \infty$. Using (2.49), the limit may be expressed as

$$
\epsilon_j = 1 - \exp \left\{ -\frac{\beta r_0^2}{\text{SNR}} + \pi \lambda_p \lim_{x \to \infty} \Phi (x) \right\} \tag{B.1}
$$

where the right hand side follows from the continuity of the exponential function.

By performing the change of variables $y = \frac{\beta r_0^2}{x^\alpha}$ and $v = 1 + \frac{\alpha}{2}$, the limit in (B.1) may be written as

$$
\lim_{x \to \infty} \Phi (x) = \lim_{y \to 0} \Phi \left( \frac{\beta \pi r_0^2}{y^{\frac{1}{2}}} \right) = \beta^{v-1} r_0^2 (v-1) \lim_{y \to 0} \{ y^{1-v} \phi (y) \} \tag{B.2}
$$

where

$$
\phi(y) = \frac{1}{vy} F_1 ([1, v]; v + 1, -y^{-1}) - \frac{1}{v - 1}. \tag{B.3}
$$

From (2.24) and the functional equation $\Gamma(1 + x) = x \Gamma(x)$,

$$
\phi(y) = \frac{1}{y} \int_0^1 t^{v-1} \left( 1 + \frac{t}{y} \right)^{-1} dt - \frac{1}{v - 1}. \tag{B.4}
$$
By splitting the integral at $y$ and factoring the second integrand,

$$
\phi(y) = \frac{1}{y} \int_{0}^{y} t^{v-1} \left(1 + \frac{t}{y}\right)^{-1} dt + \int_{y}^{1} t^{v-2} \left(1 + \frac{y}{t}\right)^{-1} dt - \frac{1}{v-1}.
$$

(B.5)

By substituting the Taylor series and then integrating term by term,

$$
\phi(y) = \frac{1}{y} \sum_{i=0}^{\infty} (-1)^i \frac{y^v}{v + i} + \sum_{i=0}^{\infty} \frac{(-1)^i (y^v - y^{v-1})}{v - 1 - i} - \frac{1}{v-1}.
$$

(B.6)

Simplifying the first series and dividing the second series into two series,

$$
\phi(y) = \sum_{i=0}^{\infty} \frac{(-1)^i y^{v-1}}{v + i} + \sum_{i=0}^{\infty} \frac{(-1)^i y^i}{v - 1 - i} - \sum_{i=0}^{\infty} \frac{(-1)^i y^{v-1}}{v - 1 - i} - \frac{1}{v-1}.
$$

(B.7)

Combining the first and third series, canceling the first term of the second series, and multiplying both sides by $y^{1-v}$,

$$
\phi(y) y^{1-v} = \sum_{i=0}^{\infty} \left\{ \frac{(-1)^i}{v + i} - \frac{(-1)^i}{v - 1 - i} \right\} + \sum_{i=1}^{\infty} \frac{(-1)^i y^{v-1}}{v - 1 - i}.
$$

(B.8)

Taking the limit of (B.8) as $y \to 0$

$$
\lim_{y \to 0} \left\{ \sum_{i=0}^{\infty} \left\{ \frac{(-1)^i}{v + i} - \frac{(-1)^i}{v - 1 - i} \right\} + \sum_{i=1}^{\infty} \frac{(-1)^i y^{v-1}}{v - 1 - i} \right\} = \sum_{i=0}^{\infty} \left\{ \frac{(-1)^i}{v + i} - \frac{(-1)^i}{v - 1 - i} \right\} + \sum_{i=1}^{\infty} \frac{(-1)^i \lim_{y \to 0} y^{v-1}}{v - 1 - i}
$$

(B.9)

where the second line follows from the fact that the first series is independent of $y$ and finite.

Since $\alpha > 2$, and therefore $v < 2$, the exponent of $y^{v-1}$ is always positive. Therefore, the limit in (B.9) evaluates to zero, and

$$
\lim_{y \to 0} \phi(y) y^{1-v} = \sum_{i=0}^{\infty} \left\{ \frac{(-1)^i}{v + i} - \frac{(-1)^i}{v - 1 - i} \right\}.
$$

(B.10)

Substituting (B.10) into (B.2)

$$
\lim_{x \to \infty} \Phi(x) = \beta^{v-1} \frac{2}{\alpha} (v - 1) \left\{ \sum_{i=0}^{\infty} \frac{(-1)^i}{v + i} - \sum_{i=0}^{\infty} \frac{(-1)^i}{v - 1 - i} \right\}.
$$

(B.11)
Consider the first series in \( (B.11) \). By performing the change of variables \( i = -j - 1 \),

\[
\sum_{i=0}^{\infty} \frac{(-1)^i}{v+i} = \sum_{j=-\infty}^{-1} \frac{(-1)^{-j-1}}{v-j-1} \Rightarrow -\sum_{j=-\infty}^{-1} \frac{(-1)^i}{v-1-i} .
\]

Substituting \( (B.12) \) into \( (B.11) \), combining the two series, and replacing \( (v-1) \) with \( 2/\alpha \),

\[
\lim_{x \to \infty} \Phi(x) = -\frac{2}{\alpha} \beta^{2/\alpha} r_{0,j}^2 \sum_{i=-\infty}^{\infty} \frac{(-1)^i}{\frac{2}{\alpha} - \frac{i}{\alpha}} .
\]

The series in \( (B.13) \) can be written as

\[
\sum_{i=-\infty}^{\infty} \frac{(-1)^i}{\frac{2}{\alpha} - \frac{i}{\alpha}} = \frac{\alpha}{2} + 2 \left( \frac{2}{\alpha} \right) \sum_{i=1}^{\infty} \frac{(-1)^i}{\left( \frac{2}{\alpha} \right)^2 + i^2} = \pi \csc \left( \frac{2\pi}{\alpha} \right) .
\]

where the last line follows from (4.22.5) of [156]. Substituting \( (B.14) \) into \( (B.13) \),

\[
\frac{1}{\frac{2}{\alpha} + i} + \frac{1}{\frac{2}{\alpha} - i} = \frac{2 \left( \frac{2}{\alpha} \right)}{\left( \frac{2}{\alpha} \right)^2 + i^2}
\]

and combining the two series,

\[
\lim_{x \to \infty} \Phi(x) = -\frac{2\beta^{2/\alpha} r_{0,j}^2}{\alpha} \left\{ \frac{\alpha}{2} + 2 \left( \frac{2}{\alpha} \right) \sum_{i=1}^{\infty} \frac{(-1)^i}{\left( \frac{2}{\alpha} \right)^2 + i^2} \right\} .
\]

From (4.22.5) of [156],

\[
\lim_{x \to \infty} \Phi(x) = -\frac{2\pi}{\alpha} \beta^{2/\alpha} r_{0,j}^2 \csc \left( \frac{2\pi}{\alpha} \right) .
\]

Finally, substituting \( (B.17) \) into \( (B.1) \) gives \( (2.50) \).
2.2 Stochastic Geometry Approach

Let $\Phi(\lambda_p) = \Omega$, denote the location of the interferers, which are distributed according to a PPP with intensity $\lambda_p$. The outage probability is

$$
\epsilon_j = 1 - P \left[ \frac{g_{0,j} r_{0,j}^{-\alpha}}{\text{SNR}} 1 + \sum_{i \in \Phi(\lambda_p)} g_{i,j} r_{i,j}^{-\alpha} > \beta \right] \quad (B.18)
$$

$$
= 1 - P \left[ g_0 > \frac{\beta r_{0,j}^{-\alpha} + \beta r_{0,j}^{-\alpha} \sum_{i \in \Phi(\lambda_p)} g_{i,j} r_{i,j}^{-\alpha}}{\text{SNR}} \right] \quad (B.19)
$$

$$
\overset{(a)}{=} 1 - \exp \left\{ - \frac{\beta r_{0,j}^{-\alpha}}{\text{SNR}} \right\} E_{g,\Phi} \left[ \exp \left\{ s \sum_{i \in \Phi(\lambda_p)} g_{i,j} r_{i,j}^{-\alpha} \right\} \right]_{s=\beta r_{0,j}^{-\alpha}} \quad (B.20)
$$

$$
\overset{(b)}{=} 1 - \exp \left\{ - \frac{\beta r_{0,j}^{-\alpha}}{\text{SNR}} \right\} E_{\Phi} \left[ \prod_{i \in \Phi(\lambda_p)} E_{g_{i,j}} \left[ \exp \left\{ s g_{i,j} r_{i,j}^{-\alpha} \right\} \right] \right]_{s=\beta r_{0,j}^{-\alpha}} \quad (B.21)
$$

where $E_{g_{i,j}} [\cdot ]$ and $E_{\Phi} [\cdot ]$ are the operator expectation evaluate respectively over the fading and the spatial distribution of the interferers, $(a)$ follows due to the fact that $g_{0,j}$ is exponentially distributed, while $(b)$ follows due to the fact that $\{g_{i,j}\}$ and $\{r_{i,j}\}$ are independent.

Since $g_{i,j}$ is exponentially distributed, the inner expectation in (B.21) is

$$
E_{g_{i,j}} \left[ \exp \left\{ - s g_{i,j} r_{i,j}^{-\alpha} \right\} \right] = \int_0^\infty \exp \left\{ - g_{i,j} (s r_{i,j}^{-\alpha} + 1) \right\} d g_{i,j}
$$

$$
= \frac{1}{1 + sr_{i,j}^{-\alpha}}. \quad (B.22)
$$

Substituting (B.22) in (B.21), and using [157] proposition 2.12 for the PGFL of a PPP, the outer expectation in (B.21) is

$$
E_{\Phi} \left[ \prod_{i \in \Phi(\lambda_p)} \frac{1}{1 + sr_{i,j}^{-\alpha}} \right] = \exp \left\{ -2\pi \lambda_p \int_0^\infty \frac{sr_{r}^{-\alpha} \text{d}r}{1 + sr_{r}^{-\alpha}} \right\}. \quad (B.23)
$$

Performing the change of variables $u = s^{-\frac{1}{\alpha}} r$ and some algebraic manipulations, yields

$$
E_{\Phi} \left[ \prod_{i \in \Phi(\lambda_p)} \frac{1}{1 + sr_{i,j}^{-\alpha}} \right] = \exp \left\{ -2\pi \lambda p s^{2/\alpha} \int_0^\infty \frac{u}{1 + u^\alpha} \text{d}u \right\}
$$

$$
= \exp \left\{ -2\pi \lambda p s^{2/\alpha} \frac{\pi}{\alpha} \text{csc} \left( \frac{2\pi}{\alpha} \right) \right\}. \quad (B.24)
$$

Finally, recalling that $s = \beta r_{0,j}^{-\alpha}$, and substituting (B.24) in (B.21), (2.50) is obtained.
Appendix C

Correlation Coefficient in a BPP: Derivation

This appendix provides details leading to (2.56), (2.57) and (2.58). The evaluation of the three expressions requires the PDF of \( \{ r_{i,j} \} \), which in this case is [48]

\[
f_r(r) = \begin{cases} \frac{2\pi r}{|A|} & \text{for } 0 \leq r \leq r_{\text{out}} - r_0 \\ \frac{2r}{|A|} \arccos \left( \frac{r^2 + r_0^2 - r_{\text{out}}^2}{2r_0r} \right) & \text{for } r_{\text{out}} - r_0 \leq r \leq r_{\text{out}} + r_0 \end{cases}
\] (C.1)

3.1 Spatially Averaged First Moment

The spatially averaged first moment of the outage probability is derived starting from (7.9). In particular, substituting (C.1) in (7.9), yields

\[
\mathbb{E}_\Omega [\epsilon_j(\Omega) | M] = 1 - \exp \left( \frac{\beta r_0^\alpha}{\text{SNR}} \right) \left[ 1 - p + \frac{2\pi p}{|A|\beta r_0^\alpha} \int_{0}^{r_{\text{out}} - r_0} \frac{r^{\alpha+1}}{1 + r^\alpha \beta^{-\alpha} r_0^{-\alpha}} dr + Z_i(r_{\text{out}}, r_0) \right]^M
\] (C.2)

where

\[
Z_i(r_{\text{out}}, r_0) = \int_{r_{\text{out}} - r_0}^{r_{\text{out}} + r_0} \frac{r^\alpha r_0^{\alpha+1}}{(\beta r_0^\alpha + r^\alpha)^2} \arccos \left( \frac{r^2 + r_0^2 - r_{\text{out}}^2}{2r_0r} \right) dr.
\] (C.3)

Since the first integral in (C.2) is (2.19), which leads to (2.21), and after few algebraic manipulations, (2.56) is obtained.
3.2 Spatially Averaged Second Moment

The spatially averaged second moment of the outage probability is derived starting from (2.53) substituting in (2.10). Since $\Omega = r^{-\alpha}$ and the $M$ interferers are independently and uniformly distributed (i.u.d.) over $\mathcal{A}$, yields

$$
E_{\Omega} \left[ \epsilon_j^2 (\Omega) | M \right] = 1 - 2 \exp \left( -\frac{\beta r_0^{\alpha}}{\text{SNR}} \right) \left( 1 - p + p \int f_r(r) \frac{r^{\alpha}}{\beta r_0^{\alpha} + r^{\alpha}} \, dr \right)^M
$$

$$
+ \exp \left( -2 \frac{\beta r_0^{\alpha}}{\text{SNR}} \right) \left[ \int f_r(r) \left( 1 - p + \frac{p r^{\alpha}}{\beta r_0^{\alpha} + r^{\alpha}} \right)^2 \, dr \right]^M.
$$

(C.4)

By substituting (C.1) in (C.4), from (2.19) and (C.3) the first integral in (C.4) is

$$
\int f_r(r) \frac{r^{\alpha}}{\beta r_0^{\alpha} + r^{\alpha}} \, dr = \frac{2}{|\mathcal{A}|} \left[ \frac{\pi}{\beta r_0^{\alpha}} \Psi_1 (r_{\text{out}} - r_0) + Z_1 (r_{\text{out}}, r_0) \right]
$$

(C.5)

while after few algebraic manipulations the second integral is

$$
S (r_{\text{out}}, r_0) = \int f_r(r) \left( 1 - p + \frac{p r^{\alpha}}{\beta r_0^{\alpha} + r^{\alpha}} \right)^2 \, dr
$$

$$
= (1 - p)^2 + \frac{4}{|\mathcal{A}|} (1 - p) p \left[ \frac{\pi}{\beta r_0^{\alpha}} \Psi_1 (r_{\text{out}} - r_0) + Z_1 (r_{\text{out}}, r_0) \right]
$$

$$
+ 2p^2 \frac{|\mathcal{A}|}{|\mathcal{A}|} [x \mathcal{G} (r_{\text{out}} - r_0) + Z_2 (r_{\text{out}}, r_0)]
$$

(C.6)

where $Z_i (r_{\text{out}}, r_0)$ is given by (C.3) and

$$
\mathcal{G} (x) = \int_0^x \frac{x^{2\alpha + 1}}{(\beta r_0^{\alpha} + x^{\alpha})^2} \, dx.
$$

(C.7)

By performing the change of variable $r = y \nu^{\frac{1}{\alpha}}$

$$
\mathcal{G} (x) = \frac{x^{2\alpha + 2}}{(2 + 2\alpha) \beta^{2\alpha + 2} r_0^{2\alpha}} F_1 \left( \left[ \frac{2}{\alpha} \frac{2 + 2\alpha}{\alpha} \right] ; \frac{2 + 3\alpha}{\alpha} ; - \frac{x^{\alpha}}{\beta r_0^{\alpha}} \right).
$$

(C.8)

By substituting (C.5), (C.6) and (C.8), in (C.4), and by performing few algebraic manipulations (2.57) is obtained.

3.3 Spatially Averaged Joint First Moment

The spatially averaged joint first moment of the outage probability is derived starting from (2.54). If polar coordinates are used to evaluate the distances between each interferer
and the $j^{th}$ receiver, then

$$r(\rho, \phi, \theta) = ||r_0 \exp(j\theta) + r_{\text{out}} \sqrt{\rho} \exp(j\phi)||$$  \hfill (C.9)

where $\rho \sim \mathcal{U}(0, 1)$ and $\phi \sim \mathcal{U}(0, 2\pi)$. Since the $M$ interferers are independently and uniformly distributed (i.u.d.) over $\mathcal{A}$,

$$E_\Omega [\epsilon_1(\Omega) \epsilon_2(\Omega) | M] = 1 - \exp \left( -\frac{\beta r_0^\alpha}{\text{SNR}} \right) \left( 1 - p \int \int \frac{r^\alpha(\rho, \phi, 0)}{\beta r_0^\alpha + r^\alpha(\rho, \phi, 0)} f_\rho(\rho) f_\phi(\phi) \, d\rho \, d\phi \right)^M$$

$$\quad - \exp \left( -\frac{\beta r_0^\alpha}{\text{SNR}} \right) \left( 1 - p \int \int \frac{r^\alpha(\rho, \phi, \theta)}{\beta r_0^\alpha + r^\alpha(\rho, \phi, \theta)} f_\rho(\rho) f_\phi(\phi) \, d\rho \, d\phi \right)^M$$

$$\quad + \exp \left( -2 \frac{\beta r_0^\alpha}{\text{SNR}} \right) \left[ \int \int \left( 1 - p + \frac{pr^\alpha(\rho, \phi, 0)}{\beta r_0^\alpha + r^\alpha(\rho, \phi, 0)} \right) f_\rho(\rho) f_\phi(\phi) \, d\rho \, d\phi \right)^M.$$

\hfill (C.10)

The first and second double integral in (C.10) are equivalent, since the first moment of the outage probability is the same at the two receivers, which are equally distant from the reference transmitter, and they coincide with (C.5). Performing the cross products and several other algebraic manipulations in the last term of (C.10) and using the functions given by (7.10) and (C.3), yields

$$W(r_{\text{out}}, r_0, \theta) = \int \int \left( 1 - p + \frac{pr^\alpha(\rho, \phi, 0)}{\beta r_0^\alpha + r^\alpha(\rho, \phi, \theta)} \right) \left( 1 - p + \frac{pr^\alpha(\rho, \phi, \theta)}{\beta r_0^\alpha + r^\alpha(\rho, \phi, \theta)} \right) \, d\rho \, d\phi$$

$$= (1 - p)^2 + \frac{4}{|\mathcal{A}|} (1 - p) p [\pi \Psi_1(r_{\text{out}} - r_0) + Z_1(r_{\text{out}}, r_0)] + p^2 X(r_{\text{out}}, r_0, \theta)$$

\hfill (C.11)

where

$$X(r_{\text{out}}, r_0, \theta) = \frac{1}{2\pi} \int_0^1 \int_0^{2\pi} \frac{r^\alpha(\rho, \phi, 0)}{\beta r_0^\alpha + r^\alpha(\rho, \phi, 0)} \frac{r^\alpha(\rho, \phi, \theta)}{\beta r_0^\alpha + r^\alpha(\rho, \phi, \theta)} \, d\rho \, d\phi.$$

\hfill (C.12)

Finally, By substituting (C.11), and (C.12), in (C.10), and by performing few algebraic manipulations (2.58) is obtained.
Appendix D

Conditional Outage Probability for Diversity Combining: Derivation

This appendix provides details leading to (4.9). In the absence of interference, \( \epsilon_j (\Omega) = F_S (\text{SNR}^{-1} | \Omega) \). Restricting the Nakagami parameters \( m_{k,j}, \forall k \in G_j \), to be integer-valued, but not necessarily identical, the CDF of \( S \) is found in [158] to be

\[
F_S (s | \Omega_j) = \sum_{k \in G_j} \sum_{n=1}^{m_{k,j}} \left[ 1 - \exp \left( -\frac{\beta m_{k,j} s}{\Omega_{k,j}} \right) \sum_{\mu=0}^{n-1} \frac{(\beta m_{k,j} s)^\mu}{\mu!} \right]
\]

\[
\Xi_{N_j} \left( k, n, \{ m_{q,j} \}_{q \in G_j}, \left\{ \frac{\Omega_{q,j}}{\beta m_{q,j}} \right\}_{q \in G_j} \right).
\]

(D.1)

The function \( \Xi_L \left( k, n, \{ r_q \}_{q=1}^L, \{ \eta_q \}_{q=1}^L \right) \) is

\[
\Xi_L \left( k, n, \{ r_q \}_{q=1}^L, \{ \eta_q \}_{q=1}^L \right) = \sum_{l_1=1}^{r_k} \sum_{l_2=n}^{l_1} \cdots \sum_{l_{L-2}=n}^{l_{L-3}} \left[ (-1)^{R_L-r_k} \eta_k^n \frac{(r_k + r_1 + u(1-k) - l_1 - 1)!}{(r_L-1+u(L-1-k) - 1)! (l_{L-2} - n)!} \right]
\]

\[
\left( \frac{1}{\eta_j} - \frac{1}{\eta_1 + u(1-k)} \right)^{l_{1-r_k-r_1+u(1-k)} - 1 + u(l_{L-2} + r_{L-1+u(L-1-k)} - n - 1)!} \prod_{h=1}^{L-1} \eta_h^n \left( \eta_h + (r_h + r_{h+1} + u(s+1-k) - l_{s+1} - 1)! \right) \prod_{s=1}^{L-3} \left( \eta_s + (r_s + r_{s+1} + u(s+1-k) - l_{s+1} - 1)! \right)
\]

(D.2)

where \( u(x) \) is the step function and

\[
R_L = \sum_{k=1}^{L} r_k.
\]

(D.3)
The CDF of $Z_j$ can be computed as follows:

$$F_{Z_j}(z|\Omega) = P[Z_j < z] = P \left[ S_j < z + \sum_{i \notin \mathcal{G}_j} Y_{i,j} \right] = \int \ldots \int f_Y(y) f_{S}(z + \sum y_i) \, dy \quad (D.4)$$

where the outer integral is over $(M - N_j)$-dimensional real space and $f_Y(y)$ is the joint PDF of the vector $Y$, where each element is gamma-distributed with Nakagami parameter $m_{i,j}$.

Substituting (D.1) into (D.4) and performing a few manipulations yields

$$F_{Z_j}(z|\Omega) = \sum_{k \in \mathcal{G}_j} \sum_{n=1}^{m_{k,j}} \Xi_{N_j} \left( k, n, \{ m_{q,j} \}_{q \in \mathcal{G}_j}, \left\{ \frac{\Omega_{q,j}}{\beta m_{q,j}} \right\}_{q \in \mathcal{G}_j} \right) \left\{ 1 - \exp \left( -\beta m_{k,j} z \right) \right\}$$

$$\times \sum_{\mu=0}^{n-1} \left( \frac{\beta m_{k,j} z}{\Omega_{k,j}^\mu} \right)^\mu \int^{(M - N_j)} \ldots \int f_Y(y) \exp \left( -\beta m_{k,j} \sum_{i \notin \mathcal{G}_j} y_i \right) \left( 1 + z^{-1} \sum_{i \notin \mathcal{G}_j} y_i \right)^\mu \, dy \quad (D.5)$$

Since $\mu$ is an integer, substituting (A.6) and (A.7) into (D.5), performing a few manipulations, and assuming that the interfering channels fade independently, it follows that

$$F_{Z_j}(z|\Omega) = \sum_{k \in \mathcal{G}_j} \sum_{n=1}^{m_{k,j}} \Xi_{N_j} \left( k, n, \{ m_{q,j} \}_{q \in \mathcal{G}_j}, \left\{ \frac{\Omega_{q,j}}{\beta m_{q,j}} \right\}_{q \in \mathcal{G}_j} \right) \left\{ 1 - \exp \left( -\beta m_{k,j} z \right) \right\}$$

$$\times \sum_{\mu=0}^{n-1} \left( \frac{\beta m_{k,j} z}{\Omega_{k,j}^\mu} \right)^\mu \sum_{t=0}^{\mu} \frac{\left( \frac{z^{-1}}{\mu - t} \right)^t \prod_{t_i \geq 1} \sum_{t_i=0}^{M - N_j} \left( \prod_{t_i=t} \right)_{t_i=t}}{\mu!} \quad (D.6)$$

where

$$G_{\ell_i}(\Omega_{i,j}) = \int_{\mathbb{R}} \exp \left( -\beta m_{k,j} y \right) \frac{y^\ell_i}{\ell_i!} f_{y_{i,j}}(y) \, dy \quad (D.7)$$

Substituting (A.2), in (D.7), it yields

$$G_{\ell_i}(\Omega_{i,j}) = (1 - p_i) \delta_{\ell_i} + p_i \Gamma(\ell_i + m_{i,j}) \left( \frac{\Omega_{i,j}}{m_{i,j}} \right)^{\ell_i} \left( \frac{\beta m_{k,j} \Omega_{i,j}}{\Omega_{k,j} m_{i,j}} \right) + 1 \right)^{-(m_{i,j} + \ell_i)} \quad (D.8)$$

Finally, by substituting (D.8) into (D.6), (4.9) is obtained.
Appendix E

Expectation and Variance of the Decoding Complexity: Derivation

This appendix provides details leading to the expectation and the variance of the decoding complexity, given respectively by (5.15) and (5.16).

5.1 Expectation of the Decoding Complexity

By knowing the PDF of the $\gamma$ and by using the complexity model in Section 5.2.2, the expected decoding complexity conditioned on the average SNR can be evaluated as follows

$$E_{\gamma_i, \Delta \gamma} \{ C_i \} = \int_0^\infty C_i(\gamma, \Delta \gamma) f_{\gamma_i}(\gamma) d\gamma$$

$$= \sum_{k=1}^{N_R} \int_{\gamma_k}^{\gamma_{k+1}} C_i(\gamma, \Delta \gamma) f_{\gamma_i}(\gamma) d\gamma. \quad (E.1)$$

By substituting (5.14) and (5.3) into (E.1), the integral in (E.1) becomes

$$\int_{\gamma_k}^{\gamma_{k+1}} C_i(\gamma, \Delta \gamma) f_{\gamma_i}(\gamma) d\gamma = \frac{R(\gamma_k, \Delta \gamma)}{\log_2 (\zeta - 1)} \left[ I_1(\gamma_k, \gamma_{k+1}) + I_2(\gamma_k, \gamma_{k+1}) \right]. \quad (E.2)$$
where

\[ I_1(x_1, x_2) = \log_2 \left( \frac{\zeta - 2}{K\zeta} \right) \int_{x_2}^{x_1} \frac{1}{\gamma} \exp \left( -\frac{\gamma}{\bar{\gamma}} \right) d\gamma \]

\[ = -\log_2 \left( \frac{\zeta - 2}{K\zeta} \right) \exp \left( -\frac{\gamma}{\bar{\gamma}} \right) \bigg|_{x_2}^{x_1} \tag{E.3} \]

\[ I_2(x_1, x_2) = -\frac{2}{\bar{\gamma}} \int_{x_2}^{x_1} \log_2 \left[ l_k(\gamma, R_k) \right] \exp \left( -\frac{\gamma}{\bar{\gamma}} \right) d\gamma \tag{E.4} \]

with

\[ l_k(\gamma, R_k) = \log_2 (1 + \gamma) - R \left( \gamma^R_k, \Delta \gamma \right). \tag{E.5} \]

Eq. (E.4) cannot be solved in closed form. However, a piece-wise linearization of (E.5) can be done, which leads to

\[ l_k(\gamma, R_k) \approx c_k(\gamma, R_k) = a_k \gamma + b_k \tag{E.6} \]

where

\[ a_k = \frac{l_k(\gamma^R_{k+1}, R_k) - l_k(\gamma^R_k, R_k)}{\gamma^R_{k+1} - \gamma^R_k} \tag{E.7} \]

\[ b_k = l_k(\gamma^R_k, R_k) - \frac{\gamma^R_k}{\gamma^R_{k+1} - \gamma^R_k} \left[ l_k(\gamma^R_{k+1}, R_k) - l_k(\gamma^R_k, R_k) \right]. \tag{E.8} \]

Substituting (E.6) into (E.4) and by integrating by parts yields

\[ I_2(x_1, x_2) \approx 2 \log_2 \left[ c_k(\gamma, R_k) \right] \exp \left( -\frac{\gamma}{\bar{\gamma}} \right) \bigg|_{x_2}^{x_1} - I_3(x_1, x_2) \tag{E.9} \]

where

\[ I_3(x_1, x_2) = 2 \int_{x_2}^{x_1} \left\{ \frac{\partial}{\partial \gamma} \log_2 \left[ l_k(\gamma, R_k) \right] \right\} \exp \left( -\frac{\gamma}{\bar{\gamma}} \right) d\gamma \]

\[ = \frac{2}{\log(2)} \int_{x_2}^{x_1} a_k \gamma + b_k \exp \left( -\frac{\gamma}{\bar{\gamma}} \right) d\gamma. \tag{E.10} \]
After few algebraic manipulations and using the change of variable \( \gamma = \frac{a_k t + b_k}{a_k \gamma} \), (E.10) becomes

\[
\mathcal{I}_3(x_1, x_2) = \frac{2}{\log(2)} \exp\left(\frac{b_k}{a_k \gamma}\right) \left[ \int_\tau^{\infty} \frac{1}{t} \exp(-t) \, dt - \int_{-\tau(x_2)}^{-\tau(x_1)} \frac{1}{t} \exp(-t) \, dt \right] \tag{E.11}
\]

where \( \tau(x) = \frac{a_k x + b_k}{a_k \gamma} \).

The integrals in (E.11) are exponential integrals, defined as (i.e., [112])

\[
E_1(x) = \int_x^\infty \frac{e^{-t}}{t} \, dt. \tag{E.12}
\]

By substituting (E.12) into (E.11), and (E.11) into (E.9) yields

\[
\mathcal{I}_2(x_1, x_2) \approx 2 \log_2 [c_k(\gamma, R_k)] \exp\left(-\frac{\gamma}{\pi}\right) \left[ \int_0^{x_1} \frac{1}{t} \exp(-t) \, dt + \frac{2}{\log(2)} \exp\left(\frac{b_k}{a_k \gamma}\right) E_1[\tau(x)] \right]_{x_2}^{x_1}. \tag{E.13}
\]

Finally, an approximated closed form expression for the expected decoding complexity conditioned over the average SNR is obtained by substituting (E.2), (E.3), and (E.13) into (E.1).

### 5.2 Variance of the Decoding Complexity

The variance of the decoding complexity conditioned over the average SNR is

\[
\text{Var}_{\gamma, \Delta \gamma | \gamma} \{C_i\} = E_{\gamma, \Delta \gamma | \gamma} \left\{ \left[ C_i - E_{\gamma, \Delta \gamma | \gamma} \{C_i\} \right]^2 \right\} = E_{\gamma, \Delta \gamma | \gamma} \{C_i^2\} - E_{\gamma, \Delta \gamma | \gamma} \{C_i\}^2 \tag{E.14}
\]

where \( E_{\gamma, \Delta \gamma | \gamma} \{C_i\} \) is given by (5.15) and

\[
E_{\gamma, \Delta \gamma | \gamma} \{C_i^2\} = \int_0^\infty C_i^2(\gamma, \Delta \gamma) f_{\gamma_i}(\gamma) \, d\gamma = \sum_{k=1}^{N_R} \int_{\gamma_k}^{\gamma_k R} C_i^2(\gamma, \Delta \gamma) f_{\gamma_i}(\gamma) \, d\gamma. \tag{E.15}
\]

By substituting (5.14) and (5.3) into (E.15) yields

\[
E_{\gamma, \Delta \gamma | \gamma} \{C_i^2\} = \sum_{k=1}^{N_R} \left[ \frac{2R(\gamma_k R, \Delta \gamma)}{\log_2(\zeta - 1)} \right]^2 I_4(\gamma_k R, \gamma_{k+1}, \gamma_k R) \tag{E.16}
\]
where

\[
\mathcal{I}_4(x_1, x_2) = \frac{1}{\pi} \int_{x_2}^{x_1} \left\{ \log_2 \left[ \frac{\log_2 (1 + \gamma) - \mathcal{R} (\gamma, \Delta \gamma)}{\sqrt{\frac{\xi - 2}{K \zeta}}} \right] \right\}^2 \exp \left( -\frac{\gamma}{T} \right) d\gamma. \tag{E.17}
\]

The integral in (E.17) cannot be solved in closed form. However, a piece-wise linearization of (E.5) can be done, and (E.17) becomes

\[
\mathcal{I}_4(x_1, x_2) \approx \frac{1}{\pi} \int_{x_2}^{x_1} \{ \log_2 (d_k \gamma + e_k) \}^2 \exp \left( -\frac{\gamma}{T} \right) d\gamma \tag{E.18}
\]

where

\[
d_k = \frac{a_k}{\sqrt{\frac{\xi - 2}{K \zeta}}} \tag{E.19}
\]

\[
e_k = \frac{b_k}{\sqrt{\frac{\xi - 2}{K \zeta}}} \tag{E.20}
\]

By integrating (E.18) by parts yields

\[
\mathcal{I}_4(x_1, x_2) \approx - \left[ \log_2 (d_k \gamma + e_k) \right]^2 \exp \left( -\frac{\gamma}{T} \right) \bigg|_x^{x_1} + \mathcal{I}_5(x_1, x_2) \tag{E.21}
\]

where

\[
\mathcal{I}_5(x_1, x_2) = \int_{x_2}^{x_1} \exp \left( -\frac{\gamma}{T} \right) \frac{\partial}{\partial \gamma} \left[ \log_2 (d_k \gamma + e_k) \right]^2 d\gamma
\]

\[
= \frac{2}{\log^2 (2)} \int_{x_2}^{x_1} \exp \left( -\frac{\gamma}{T} \right) \frac{d_k}{d_k \gamma + e_k} \log (d_k \gamma + e_k) d\gamma. \tag{E.22}
\]

After making the substitution \( t = d_k \gamma + e_k \) into (E.22) yields

\[
\mathcal{I}_5(x_1, x_2) = \frac{2}{\log^2 (2)} \exp \left( \frac{e_k}{d_k \gamma} \right) \int_{d_k x_2 + e_k}^{d_k x_1 + e_k} \exp \left( -\frac{t}{d_k \gamma} \right) \frac{d_k}{t} \log (t) dt. \tag{E.23}
\]

By integrating again by parts, (E.23) becomes

\[
\mathcal{I}_5(x_1, x_2) = \frac{2 \exp \left( \frac{e_k}{d_k \gamma} \right)}{\log^2 (2)} \left[ -E_1 \left( \frac{t}{d_k \gamma} \right) \log (t) \bigg|_{d_k x_2 + e_k}^{d_k x_1 + e_k} + \mathcal{I}_6(d_k x_1 + e_k, d_k x_2 + e_k) \right] \tag{E.24}
\]
where $E_1(\cdot)$ is an exponential integral given as (E.12) and

$$I_6(x_1, x_2) = \int_{x_2}^{x_1} \frac{1}{t} E_1\left(\frac{t}{d_k\gamma}\right) dt.$$  
(E.25)

The integral (E.25) can be solved using the equality [159, Eq. (18), Sec. 4.1],

$$\int_{b}^{\infty} \frac{E_1(ax)}{x} \, dx = \frac{1}{2} \left\{ [\gamma_e + \log(ab)]^2 + \zeta(2) \right\} + \sum_{n=1}^{\infty} \frac{(-ab)^n}{n!n^2}$$  
(E.26)

where $\gamma_e$ is the Euler-Mascheroni constant and $\zeta(\cdot)$ is the Riemann zeta function defined as (i.e, [112])

$$\zeta(x) = \sum_{n=1}^{\infty} n^{-x}.$$  
(E.27)

Furthermore, let use the identify

$$\sum_{n=1}^{\infty} \frac{(-ax)^n}{n!n^2} = -x_3F_3\left[\begin{array}{ccc}1 & 1 & 1 \\ 2 & 2 & 2 \end{array}; x\right]$$  
(E.28)

where, by using the Pochhammer symbol $(a)_0 = 1$ and $(a)_n = a(a+1)(a+2)\ldots(a+n-1), n \geq 1, pF_q(a_1, \ldots, a_p; b_1, \ldots, b_q; z)$ is the generalized hypergeometric function defined as (i.e, [112])

$$pF_q\left[\begin{array}{c}a_1 \ldots a_p \\ b_1 \ldots b_q \end{array}; x\right] = \sum_{n=0}^{\infty} \frac{(a_1)_n \ldots (a_p)_n}{(b_1)_n \ldots (b_q)_n} \frac{x^n}{n!}.$$  
(E.29)

By applying (E.26) and (E.28) into (E.25) yields

$$I_6(x_1, x_2) = -\frac{1}{2} \left\{ [\gamma_e + \log\left(\frac{t}{d_k\gamma}\right)]^2 + \zeta(2) \right\} \bigg|_{x_2}^{x_1} + \frac{t}{d_k\gamma} x_3F_3\left[\begin{array}{ccc}1 & 1 & 1 \\ 2 & 2 & 2 \end{array}; -\frac{t}{d_k\gamma}\right] \bigg|_{x_2}^{x_1}.$$  
(E.30)

While the generalized hypergeometric function is itself an infinite series as well as the Riemann zeta function, they are widely known and they are implemented as a single function call in most mathematical programming languages, including Matlab.

Finally, by substituting (E.24) and (E.30) into (E.21), by defining the function $h(x) = d_kx + e_k$ and after few manipulations yields

$$I_4(x_1, x_2) \approx -\log_2(t)^2 \exp\left(-\frac{t}{\gamma}\right) \frac{h(x_1)}{h(x_2)} + \frac{2 \exp\left(\frac{e_k}{d_k\gamma}\right)}{\log(2)^2} \left[ -E_1\left(\frac{t}{d_k\gamma}\right) \log(t) \right]_{h(x_2)}^{h(x_1)}$$

$$-\frac{1}{2} \left\{ [\gamma_e + \log\left(\frac{t}{d_k\gamma}\right)]^2 + \zeta(2) \right\} \bigg|_{h(x_2)}^{h(x_1)} + \frac{2}{d_k\gamma} x_3F_3\left[\begin{array}{ccc}1 & 1 & 1 \\ 2 & 2 & 2 \end{array}; -\frac{t}{d_k\gamma}\right] \bigg|_{h(x_2)}^{h(x_1)}.$$  
(E.31)
Appendix F

Max-Rate Optimization: Derivation

This appendix provides details leading to the solution of the optimization problem given by (6.2). Since both (6.5) and the constrained functions in (6.2) have continuous first partial derivatives, this problem can be solved through the method of Lagrange multipliers. Given the Lagrange multipliers $\eta$ and $\Theta = \{\Theta_1, ..., \Theta_{N_c}\}$, the Lagrangian can be written as follows

$$L(R, \eta, \Theta) = -\sum_{R_k \in R} R_k + \eta \left[ \sum_{R_k \in R} C_k (\gamma_k, \Delta \gamma) - N_{\text{cloud}} C_{\text{max}} \right] - \text{tr} [\Theta \text{diag}(R_k)].$$

The partial derivative of the Lagrangian over $R_k$ is

$$\frac{\partial L(R, \eta, \Theta)}{\partial R_k} = -1 + \eta \frac{\partial C_k (\gamma_k, \Delta \gamma)}{\partial R_k} - \Theta = -1 + \eta (2 \upsilon_k R_k + o_k) - \Theta. \quad (F.1)$$

Using the Karush-Kuhn-Tucker conditions, it follows that

$$\forall k : \frac{\partial L(R, \eta, \Theta)}{\partial R_k} = 0 \implies 1 + \Theta_k = \eta (2 \alpha R_k + o_k) \quad (F.2)$$

$$\sum_{R_k \in R} C_k (\gamma_k, \Delta \gamma) \leq N_{\text{cloud}} C_{\text{max}} \implies \eta \geq 0 \quad (F.3)$$

$$\forall k : R_k \geq 0 \implies \forall \Theta_k \geq 0 : \Theta_k R_k = 0. \quad (F.4)$$

First, assume that $R_k \neq 0 \implies \Theta_k = 0$, which follows from (F.4). Using (F.2) and setting $\Theta_k = 0$, yields

$$1 = \eta (2 \upsilon_k R_k + o_k). \quad (F.5)$$
From (F.5) using (F.3), it follows that (with $\eta \geq 0$)

$$R_k = \frac{1}{2\nu_k} \left( \frac{1}{\eta} - o_k \right)^+.$$  \hspace{1cm} (F.6)

Now, let consider the case when $\Theta_k \neq 0 \Rightarrow R_k = 0$, which again follows from (F.4). Using (F.2) and setting $R_k = 0$, yields

$$1 + \Theta_k = \eta o_k.$$ \hspace{1cm} (F.7)

From (F.7) and since in this case $\Theta_k > 0$, it follows that

$$\eta > \frac{1}{o_k}.$$ \hspace{1cm} (F.8)

By combining (F.6) and (F.8), Theorem 6.2.1 is obtained.
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