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Asynchronous Cooperative Diversity
Shuangqing Wei, Dennis L. Goeckel, and Matthew C. Valenti

Abstract— Cooperative diversity, which employs multiple
nodes for the simultaneous relaying of a given packet in wireless
ad hoc networks, has been shown to be an effective means of
improving diversity, and, hence, mitigating the detrimental effects
of multipath fading. However, in previously proposed cooperative
diversity schemes, it has been assumed that coordination among
the relays allows for accurate symbol-level timing synchroniza-
tion at the destination and orthogonal channel allocation, which
can be quite costly in terms of signaling overhead in mobile
ad hoc networks, which are often defined by their lack of a
fixed infrastructure and the difficulty of centralized control. In
this paper, cooperative diversity schemes are considered that do
not require symbol-level timing synchronization or orthogonal
channelization between the relays employed. In the process,
a novel minimum mean-squared error (MMSE) receiver is
designed for combining disparate inputs in the multiple-relay
channel. Outage probability calculations and simulation results
demonstrate the not unexpected significant performance gains of
the proposed schemes over single-hop transmission, and, more
importantly, demonstrate performance comparable to schemes
requiring accurate symbol-level synchronization and orthogonal
channelization.

Index Terms— Cooperative diversity, asynchronous wireless
network, minimum mean-squared error (MMSE) receiver, outage
probability.

I. INTRODUCTION

DRIVEN by a strong demand for personal communica-
tions systems and devices, the wireless communications

market has undergone tremendous growth in the past few
decades. As an alternative to cellular networks, ad hoc wireless
networks have attracted considerable attention in recent years.
An ad hoc wireless network is a collection of wireless mobile
nodes that self-configure to form a network without the aid
of any established infrastructure [1]. Thus, unlike cellular
systems, in which the coordination of mobiles in a given area
is done via the basestations, ad hoc networks utilize other
mobiles as relays to transfer information from a source to
its destination. The lack of required infrastructure in an ad
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Fig. 1. Ad hoc wireless network. Node NS wishes to communicate with
node ND with the help of relay nodes NR1 , NR2 · · · , NR5 in a region of
size DL × DL with maximum signal propagation delay TD .

hoc wireless network is highly appealing in both military and
commercial applications [1].

The impairments caused by multipath fading and the time-
varying nature of the wireless channel must be considered in
designing an ad hoc wireless network. The broadcast nature of
the radio channel introduces characteristics in ad hoc wireless
networks that can be exploited in the form of cooperative di-
versity [2], a strategy whereby cooperating nodes between the
source and its destination forward the received data generated
by the source to the destination after some processing at each
relay terminal as shown in Fig. 1.

In [3], [4], the authors developed and analyzed several
energy-efficient cooperative diversity protocols that combat
fading in wireless networks. In their work, different nodes
in the wireless network share their antennas and resources
to create a virtual array. For the decode-and-forward scheme
proposed in this work, the relay nodes first fully decode the
transmission from the source terminal. Next, they will either
forward that information to the destination in the assigned slot,
or they can cooperatively utilize a space-time code to allow
the destination terminal to take advantage of distributed spatial
diversity to average out the fading. In [5], [6], [7], to achieve
a better trade-off between energy and spectral efficiency while
using similar orthogonal channel allocation schemes as in [3],
various coding schemes were proposed across the source and
the relay nodes, which achieve not only cooperative diversity
gain but also coding gain. The aforementioned cooperative
schemes assume orthogonal channel allocation and synchro-
nization of the signals of the cooperating terminals at the
receiver, both of which require significant overhead in an ad
hoc wireless network.

To the authors’ knowledge, [8] is the only paper that deals
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with relaying when orthogonal channel allocation is impos-
sible in an ad hoc wireless network. In [8], they essentially
employ adaptive decode and forward or amplify and forward
schemes (i.e non-regenerative relaying schemes [9], [10]) on
each relay node as in [11], so that relay nodes can choose to
transmit or remain silent depending on the received signal-to-
noise-ratio (SNR). The main difference between the solution
described here and that of [8] is that the scheme of [8] is
limited in efficiency by the need to intentionally increase
the data symbol period Ts to the avoid the inter-symbol-
interference (ISI) caused by the asynchronous transmission
of signals to the destination. In contrast, here we designs a
novel receiver to avoid such a penalty. Additionally, we also
demonstrate that artificially introducing delays at the relays
can significantly improve system performance.

As seen from the above, the existing cooperative diversity
schemes [3], [4], [5], [6], [7], [12] are more suitable for
cellular architectures because orthogonal channel allocation
and/or synchronization of relay nodes are assumed, which
will be difficult in ad-hoc wireless networks due to their
infrastructureless nature. Therefore, finding schemes which
relax this coordination is important for achieving coopera-
tive diversity in practice. In this paper, this problem will
be attacked with approaches that capture the essence of ad
hoc networks from a physical layer design perspective. In
particular, a distributed delay diversity approach is proposed
to achieve the diversity gains promised by distributed space-
time codes. Unlike the extension of other approaches [13] to
the synchronization problem in distributed space-time coding,
the proposed system also admits a robust and easily trainable
receiver when synchronization is not present in the system.

For a cellular network, a transmit diversity scheme was
proposed in [14] that had multiple antennas at the basestation
transmit various delayed versions of a common signal to
create an effectively frequency-selective fading channel at a
single antenna at the mobile receiver. When there are multiple
antennas at one base station, transmitting various delayed
versions of the same signal on the transmit antennas can be
easily implemented. However, in the case of an ad hoc network
with multiple relays, the recovered signals at each relay node
are not necessarily identical due to the demodulation/decoding
errors resulting from the presence of fading and thermal
noise on the link from the source to the relay. To address
this, a cyclic redundancy check (CRC) code [15] can be
used so that each relay will know if it received a correct
packet. If the received packet is error-free, the relay node will
then forward the information packet to the destination, after
possibly introducing an additional intentional artificial delay
(see Section II-B). If not, this packet of data will be dropped
by the relay. Assuming that the CRC code enables the relay
nodes to correctly detect all packet errors, the destination node
will see an equivalent multipath fading channel in the form of
the artificially introduced relay delays.

Per the above, this manuscript contributes to the develop-
ment of realizable solutions for providing cooperative diversity
in wireless ad hoc networks. There are two main contributions:
(1) two related protocols that implement distributed delay
diversity; (2) the development of a novel fractional spaced
decision feedback equalizer (DFE) that combines the inputs

Fig. 2. System model of an ad hoc wireless network under the assumption
that all K relays are in the decoding set.

from two independent channels, one that is frequency selective
(from the relays), and a second that is frequency nonselective
(directly from the source), and minimizes the mean squared
error (MMSE) at the decision point in the receiver

II. PROPOSED PROTOCOLS

A. System Model

Consider an ad hoc network as shown in Fig.1, where
the source node NS transmits messages to the destination
node ND with the help of a set of K nearby relays R =
{NR1 , NR2 , ..., NRK}. Relays are indexed according to their
distance from the source, with NR1 being closest to the source
and NRK being the furthest. Each node has a single half-
duplex radio and a single antenna. Data is formatted into
packets and each packet is protected by a CRC error detecting
code, which we assume is always able to detect a packet error.

In this paper, we mainly focus on a two-hop scenario whose
mathematical model is shown in Fig. 2, though the results can
be generalized for the multi-hop case. In the two-hop case,
signaling of the packet occurs over two orthogonal time slots,
and it is assumed that the inter-node distances are fixed for
the duration of both time slots. During the first slot, termed
the broadcast period, the source broadcasts to both ND and a
set P ⊆ R of the relays. The relays in P are the participating
relays. Each relay NRk

∈ P receives a signal YRk
(t) from

the source and, after demodulation, checks for errors using
the CRC code. The set D ⊆ P of participating relays that
receive the packet without errors is called the decoding set,
and the number of decoding relays |D| = M . The value of M
is random and depends on the channel quality between source
and each relay.

During the second time slot, termed the relay period, all
nodes in D transmit signals XRk

(t) to ND, which combines
the transmissions from the relay(s) and a stored copy of the
source transmission using the joint DFE receiver described
in Section III. In Fig. 2, it is assumed that all K relays are
in D, but in general some relays could detect errors and not
participate in the relay period.

Narrow-band transmission is assumed here, where the chan-
nel between any pair of nodes is frequency non-selective. In
addition, quasi-static fading is assumed, where the path gains
remain fixed during the transmission of a whole packet, but
are independent from node to node and packet to packet. Time
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delays are introduced on each path from the source to the
destination. This time delay incorporates the processing time at
the relay nodes and the propagation delay of the whole route.
More specifically, τ0 is the delay from NS to ND, and τk is
the cumulative delay for the transmission from NS to NRk

,
processing at NRk

and for transmission from NRk
to ND.

The noise processes WS(t), WD(t) and Wk(t), k = 1, · · · ,K
are independent complex white Gaussian noise with two-sided
power spectral density N0. The complex channel gain αi,j
captures the effects of both path loss and the quasi-static
fading from nodeNi to node Nj , where i ∈ {S,R1, · · · , RK},
and j ∈ {R1, · · · , RK , D}. Statistically, αi,j will be modeled
as zero mean, mutually independent complex jointly Gaussian
random variables with variances σ2

i,j . The fading variances
can be assigned using wireless path loss models based on the
network geometry. Here, it is assumed that σ2

i,j ∝ 1/dμi,j ,
where di,j is the distance from node Ni to Nj , and μ is a
constant whose value, as estimated from field experiments,
lies in the range 2 ≤ μ ≤ 5 [16]. It is assumed that αi,j is
estimated accurately at the receiver, but is not available to the
transmitter. Likewise, since significant higher-layer coordina-
tion is undesirable per Section I, it is assumed that each relay
node transmits with identical power unless otherwise stated.

A practical constraint prohibiting the relay nodes from
transmitting and receiving at the same time [17] will be
assumed, which results in orthogonality in time between
the packet arriving at ND via the direct path from Ns
and the collection of packets arriving at ND through re-
lay nodes. Note that orthogonality between the signals
XR1(t), XR2(t), · · · , XRK (t) transmitted from different re-
lay nodes, NR1 , NR2 , · · · , NRK , is not assumed and forms
the crux of the problem. The difference τk − τ0 includes
the processing time of a whole packet at NRk

in addi-
tion to the relative propagation delay between the kth relay
path and the direct path. Without loss of generality, τ0 is
set to zero. Under the modelling assumed above, the sig-
nals in Fig. 2 are: YRk

(t) = αS,Rk
XS(t) + Wk(t), k =

1, · · · ,K , YDs(t) = αS,DXS (t) + WS(t), and YDR(t) =∑K
j=1 αRj ,DXRj (t− τj)+WD(t), where YDs(t) and YDR(t)

have no common support in the time domain, and WS(t)
and WD(t) are independent and identically distributed white
Gaussian random processes. The transmitted signal from the
source is XS(t) =

∑∞
k=−∞ IkhTx (t− kT ), where hTx(t) is

the impulse response of the transmit pulse shaping filter, T
is the symbol period, and Ik is the kth complex data symbol
with Ik = ak + jbk, 1

2E
[|Ik|2] = σ2

I = 1, and {Ik} is
a sequence of uncorrelated symbols that is independent of
{Wj(t)}. It is assumed that hTx(t) has a squared root raised
cosine (SRRC) impulse response with a filter roll-off factor
β ∈ [0, 1]. Denote each front-end receiver filter response as
hRx(t), which is matched to the SRRC transmitter filter, i.e.,
hRx(t) = hTx(−t). It is assumed that all nodes transmit with
equal power P = σ2

I .
Because outage probability is a more suitable metric than

average error probability for quasi-static fading, the measure
of performance is the outage probability of the frame error
rate (FER), which is defined as follows. Given one realization
of the connection between the source node and the destination
node (i.e., one realization of the random locations of K + 2

nodes in a given area, realizations of channel fading gains
αi,j and the set D), the frame error event at ND is caused
by the additive noise and ISI in the equivalent multipath
channel. An outage is declared when the FER at ND is above
a predetermined threshold (e.g., 0.1). The outage probability
will be obtained by then calculating the likelihood of such an
event over the realizations of the random connection between
node NS and ND.

B. Protocol Description

Two protocols are proposed, which differ in the composition
of P :

Closest Relays Participate (CRP): In this protocol, the
participating set is P = {NR1 , NR2}, i.e. only the two
relays that are closest to the source participate. While this
protocol serves to illustrate key concepts associated with the
proposed system, its actual implementation would require the
determination of which two nodes are closest to the source,
which imposes additional overhead on the system. However,
as the number of possible relay nodes per-hop in this protocol
is upperbounded, if a system can meet the demand of such
overhead in selecting the closest two relay nodes, CRP is a
viable option which costs less overall energy across network
than the ARP protocol described below.

The motivation for employing the two nodes closest to the
source in the CRP protocol is to maximize the likelihood that
the relay-destination link is able to achieve diversity two. The
CRP protocol is largely included to demonstrate key aspects
of the idea, whereas the protocol described next is shown to
be more effective in simulation.

All Relays Participate (ARP): In this protocol, all relays
in the network participate, and so P = R. The advantage
of this protocol is that there is very little centralized control
required, since any node that decodes a packet heard during the
broadcast period simply transmits during the relay period. On
the other hand, this protocol might cause many nodes involved
in forwarding source information, which results in more
energy consumption across network then the CRP protocol.
One way to handle this is to normalize the transmission power
by dividing the relay transmission power by M . However, this
number is not known a priori and must be estimated.

Each relay can either transmit its signal immediately after
processing or after an artificial delay, which gives rise to two
versions of the protocol:

No Delay (ND): Each relay in D transmits the signal
immediately after receiving and processing the packet (we
assume the processing time is the same for all relays). As
shown in the numerical results, the performance under this
protocol can be limited if the overall path delays of the relay
nodes are similar, and, hence, the anticipated delay diversity
is not always achieved.

Artificial Delay (AD): Each relay in D waits for a random
amount of time. The delay timer is selected from a pool of
possible artificial delays (e.g. {T, 2T, . . .}). Before a node
transmits during the relay period, it delays the signal by
its currently assigned artificial delay. Numerical results will
demonstrate that by choosing the pool carefully and assigning
different artificial delays to nodes in close geographical prox-
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imity, significant performance gains are observed, because the
desired delay diversity is almost always achieved.

Altogether, there are four options for the protocol, which
are denoted CRP/ND, CRP/AD, ARP/ND, and ARP/AD.

The pool of possible artificial delays used by variant AD
is a key system design issue. For pools containing only short
delays, receiver implementation will be simpler because the
effective ISI channel will be shorter, but there will be a higher
chance of encountering node geometries that incur diversity
loss. Conversely, for longer delays, receiver implementation
is more difficult, but there is a less chance of such diversity
loss (as shown in Section 3.2.2). Throughout this paper, a
pool {T, 2T, . . .} will be employed. This provides a realizable
receiver as described in Sections III and IV, while providing
sufficient resolvable delay to help achieve diversity. In ad-
dition, the induced delay, which is on the order of symbol
periods, is not significant relative to the packet length.

In the simulation results, it will be assumed that the
allotment of artificial delays from the pool to the relay
nodes is done randomly. However, it is certainly possible
to envision simple medium access control (MAC) protocols
that improve such an assignment, resulting in nodes in close
geographical proximity employing different delays from the
pool. Although we avoid complete specification of a MAC
protocol to accomplish such, a general idea is described here to
demonstrate that near-optimal assignment should be possible.
Consider an ad hoc wireless network employing the ARP
protocol, where each node carries with it a current artificial
delay from the pool that it will employ whenever it is asked to
serve as a relay. Now, whenever a source transmits a packet,
it attaches at the end of that packet a few bits indicating the
artificial delay from the pool it would employ if it were playing
the role of relay. Per above, all participating relays hear the
transmission and attempt decoding. If a node is successful,
which is more likely if the node is near the source, and it
realizes the source is employing the same artificial delay as
itself, the node switches randomly to a different artificial delay
from the pool. Although this does not impact performance
for the current packet transmission, since the source will
not transmit during the relay period, future transmissions
where the geographically-close current source and current
relay might both be asked to serve as relays, will be improved.
In effect, this protocol encourages the desired condition - that
nodes in close proximity are assigned different artificial delays
from the pool - and will work to maintain such even under
node mobility.

III. JOINT DFE RECEIVER

The proposed system requires a receiver that can jointly
process the output of a frequency-selective channel and the
output of an independent frequency-nonselective channel. For
the application considered here, these channels correspond to
that from the relays and that from the source, respectively. A
straightforward approach would be to first employ a standard
equalizer to process the signal from the frequency-selective
channel; then, a number of straightforward combining schemes
could be used to combine the output of such with the signal
from the orthogonal channel. However, it will be shown here

Fig. 3. Functional description of the joint DFE receiver. The signal YDs(t),
and hence yS,k , is collected by the receiver while the source is transmitting,
and the signal YDR

(t), and hence yD,k+ψ, is collected by the receiver while
the relays are transmitting, and then both are processed jointly after the signal
from the source is delayed to coincide with the relayed signal.

that such schemes are inferior to an equalizer specifically
designed to jointly process the output of the two channels
under the MMSE criterion. Hence, in this section, the joint
DFE receiver structure is motivated, and the coefficients of
the DFE feedforward filter (FFF), DFE feedback filter (FBF),
and channel combining are chosen jointly based on an MMSE
criterion. Note that this receiver structure will be more broadly
applicable, as it can be employed in any application where
multiple orthogonal channels, some of which are frequency
selective, need to be jointly processed. For example, its
extension to the case that some node-to-node channels are
inherently frequency-selective is straightforward.

A major advantage of the delay diversity approach proposed
here over more complicated space-time coding strategies [13]
is that the vast literature on adaptive equalization can be
exploited to develop rapidly trainable receivers. In particular,
even though not considered in the present paper, the receiver
need not know anything about the number of relays involved
in a transmission, the real or artificial delays for a given
relay transmission, or the fading parameters. Instead, it can
find the taps of its filters and the combining coefficient by
simply driving a standard adaptive equalization algorithm -
either blindly or based on a known training sequence (iden-
tical across all relays) transmitted at the start of any relay
transmission.

A. Receiver and Optimization

Let hc,R(t) =
∑

i∈D αi,Dδ (t− τi) be the complex base-
band impulse response of the equivalent multipath channel
between the collection of transmitting relays and the destina-
tion node. Denote the raised cosine (RC) pulse by hRC(t) =
hTx(t) ⊗ hTx(−t), where ⊗ is the convolution operation.
Thus the equivalent complex baseband impulse response at the
destination for the transmissions from the relays is hD(t) =∑

i∈D αi,DhRC (t− τi). Per Section II-A it will be assumed
that the receiver is able to accurately estimate this channel.
The complex noise at the output of the receiver filter is
νD(t) = WD(t)⊗ hRx(t), which has autocorrelation function
φνD (τ) = 1

2E [νD(t)ν∗D(t+ τ)] = N0hRC(τ) for the SRRC
receiver. The receiver structure is depicted in Fig. 3. Note the
difference from the standard DFE, since the signal YDS (t)
received while the source is transmitting must also be jointly
processed. This structure, along with the joint optimization of
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such, is one of the contributions of this work. The continuous-
time signal at the output of hRx(t) at ND during the time
the relays are transmitting is yD(t) = hRx(t) ⊗ YDR(t) =∑∞

n=−∞ InhD (t− nT ) + νD(t).
The fractional spaced (i.e., T/2 spaced) equalizer is consid-

ered due to its robust performance. Similar notation to [18]
will be employed. The input-output relation for the discrete-
time equivalent channel from the multiple relays to the input

of the feedforward filter at the destination is yD,k+ψ
�=

yD [(k + ψ) T + t0] =
∑L

n=0 Ik−nhD,n+ψ + νD,k+ψ, where
hD,n+ψ = hD ((n+ ψ)T + t0), νD,k+ψ = νD(kT+ψT+t0)
with k and n integer (int.), and ψ ∈ {

0, 1
2

}
. By properly

selecting the initial sampling time t0, the channel impulse
response hD(t + t0) is approximated as nonzero over the
time interval [0, LT ], where L is an integer. The FFF is an
anti-causal filter with Lf T/2-spaced taps and coefficients{
c(1−Lf )/2, · · · , c−1, c−1/2, c0

}
. The FBF is a causal filter

with Lb T -spaced taps and coefficients {c1, c2, · · · , cLb
}. The

length Lb of the FBF is assumed to be equal to the length of
the channel, i.e., Lb = L [19]. In practice, Lf is chosen one to
five times the channel pre-cursor length, which is determined
by the position of the peak amplitude response of hD(t+ t0)
[19].

For the signal YDS (t) received while the source node is
transmitting, whose support does not overlap that of YDR(t)
per Section II-A, the equivalent discrete-time channel model
at the output of the T-spaced sampler is

yS,k = yS(kT + t0) = αS,DIk + νS,k, (1)

where yS(t) is the output of the receiver filter during the
time the source is transmitting and {νS,k} is a sequence of
independent complex Gaussian random variables with zero
mean and variance E

[|νS,k|2] = 2N0 which are independent
of {νD,k+ψ}.

The coefficients of the FFF and FBF, as well as β0 which
is used to scale and derotate for the direct path yS,k, can be
obtained by assuming correct past decisions and minimizing
the mean squared error (MSE) MSE = E

[∣∣Ik − uTk c
∣∣2],

where the xT denotes non-conjugate transpose of a vector
x. The data vector uk is defined as

uk
�
=

[
yD,k+(Lf−1)/2, · · · , yD,k+1, yD,k+1/2,

yD,k, yS,k, Ik−1, Ik−2, · · · , Ik−Lb
]T , (2)

and the vector of filter coefficients c is denoted as

c
�
=

[
c(1−Lf)/2, · · · , c−1, c−1/2, c0,

β0, c1, c2, · · · , cLb
]T . (3)

By applying the orthogonality principle [20], i.e.,
E [(Ik − zk)u∗

k] = 0, where zk = uTk c, the filter coefficients
are determined as (please see the Appendix A for the detailed
derivations):

c(1−Lf )/2: 0 = (1 − β0αS,D) · Ω−1p (4)

β0 = α∗
S,D

1 − Ũ0

2N0/σ2
c + |αS,D|2

(
1 − Ũ0

) , (5)

and

cj = −
∑

i=(1−Lf)/2:0

hD,j−i · ci, j = 1, 2, · · · , Lb, (6)

where (1 − Lf )/2 : 0 = (1 − Lf)/2, · · · ,−1,−1/2, 0, p
is a column vector of dimension Lf with pi = h∗D,−i, i =
(1−Lf)/2 : 0, and the scalar Ũ0 = p†Ω−1p, where p† is the
conjugate transpose of p. The matrix Ω is determined by the
autocorrelation of the data vector uk, Ω = Γ−Λ∗ΛT , where
the elements of matrices Γ and Λ are

Γi,j =
1
2
E
[
yD,k−iy∗D,k−j

]
=

∑
n∈Z

h∗D,n−ihD,n−j + φνD ((i− j)T ) (7)

for i, j ∈
{

1−Lf

2 , · · · ,−1,−1/2, 0
}

, and

ΛT
i,j = hD,i−j (8)

for i ∈ {1, 2, · · · , Lb}, and j ∈ {(1 − Lf )/2 : 0}.

B. Performance Analysis

1) Mean Squared Error: To aid in the performance
analysis, suppose temporarily that only the combined re-
lay signal YDR(t) is used to estimate the source packet
{Ik}, i.e., YDS (t)) is disregarded. The coefficient vector
c̃ of the FFF and FBF has been obtained in [21], [18]
using the MMSE criterion, which is denoted as c̃

�
=[

c̃(1−Lf )/2, · · · , c̃−1, c̃−1/2, c̃0, c̃1, c̃2, · · · , c̃Lb

]T
,with entries

c̃(1−Lf )/2: 0 = Ω−1p, and c̃j = −∑i=(1−Lf )/2:0 hD,j−i ·
c̃i, j = 1, 2, · · · , Lb. Given c̃, the minimum mean squared
error for the standard DFE can be shown to be

( ˜MSE
)
o

=
σ2
c (1 − Ũ0) [22], where σ2

c = 2σ2
I = 2s.

However, when YDS (t) and YDR(t) are employed to jointly
estimate Ik , the minimum mean squared error can be shown
to be (see Appendix A):

(MSE)o =
( ˜MSE

)
o

2N 0

2N0 + |αS,D|2
( ˜MSE

)
o

. (9)

The input to the slicer zk can be expressed in a generic way,
i.e., zk = uTk c = IkU0 +

∑
n�=0 Ik−nUn + ν̃k, where ν̃k is

Gaussian noise term which is independent of the ISI, and {Un}
are ISI coefficients. The signal-to-interference-and-noise-ratio
(SINR) at the input of the slicer is thus defined as [22]

SINR =
|U0|2 σ2

c

σ2
c

∑
n�=0 |Un|2 + E |ν̃k|2

. (10)

Combining Eq. (10) and Eq. (9), we obtain

SINR =
σ2
c − (MSE)o
(MSE)o

= ˜SINR +
σ2
c |αS,D|2

2N0
, (11)

where the first equation is due to the lack of correlation in the
data sequence, as well as the relationship of (MSE)o = σ2

c (1−
U0) [22], and ˜SINR =

σ2
c−

�
˜MSE

�
o�

˜MSE
�

o

is the SNR of the DFE-

MMSE without utilizing the direct path knowledge {yS,k}.

Given the direct path signal as in (1), σ
2
c |αS,D |2

2N 0
is the signal-to-

noise ratio in yS,k. Therefore, the joint DFE-MMSE estimation
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of the data sequence as proposed here achieves the sum of the
SNR from the two channels at the input to the slicer. One
channel is from the relays in D, and the other one is from the
source NS directly. Clearly, as the number of relays increases,
the performance improvement expected by also processing the
signal from the source, which only contributes a single degree
of diversity, decreases due to the diminishing marginal returns
for an additional degree of diversity as the diversity order
increases.

2) Diversity Gain: As a case study, this section considers
a scenario where the number of participating relays is two.
This is always the case for the CRP protocol, but could also
occur in the ARP protocol when K = 2. This analysis will
demonstrate that the artificial delays introduced in protocol
variant AD are needed to achieve a diversity gain equal to the
number of transmitting nodes, which in this scenario is three.

Note the outage probability considered in this paper is
defined as the probability that the frame error probability
conditioned on the channel fading parameters is below a
prescribed threshold [22]. This is equivalent to the probability
that the SINR at the input of the slicer of DFE-MMSE is
below a resulting threshold γT , i.e. Pout

Δ= Pr [SINR < γT ].
From Eq. (11), we can see that ˜SINR is essentially the

SNR of an unbiased DFE-MMSE [23] for the channel between
relays and destination. On the other hand, the fractional spaced
equalizer realizes both the matched filter and the symbol rate
feed-forward equalizer [24, pp. 388] whose mean squared
error satisfies [23]:

log

[
σ2
c( ˜MSE
)
o

]
=

1
2π

∫ π

−π
log
(
1 + ρ|Shh(θ)|2

)
dθ, (12)

where ρ = σ2
c/2N0 and |Shh(θ)|2 =

1
T

∑
m |F (θ + 2πm) /2πT |2 is the folded power spectrum

of an equivalent composite channel impulse response
including both the transmit filter hTx(t) and channel filter
hc,R(t) defined in Section III-A. Let HRC(f) and Hc,R(f)
denote the frequency response of hRC(t) and hc,R(t),
respectively. Then we have F (f) = HRC(f)Hc,R(f) since
the receiver’s front end filter has a squared-root-raised-
cosine impulse response. For the purpose of simplicity
in derivation and without loss of generality, assume the
roll-off factor is β = 0. It is straightforward to show that
|Shh(θ)|2 = 1

T |F (θ/2πT )|2 = T |∑i∈DR(s) αi,De
−jτiθ/T |2,

for θ ∈ [−π, π].
Denote C1 = 1

2π

∫ π
−π log

(
1 + ρ|Shh(θ)|2

)
dθ

and C2 = log
(
1 + ρ|αS,D|2

)
. It can be shown

(see Appendix B) that Pout ∈ [Pout,L, Pout,U ],
where Pout,U = Pr [C1 + C2 < 2 log(1 + γT /2)] and
Pout,L = Pr [C1 + C2 < log(1 + γT )]. Actually, (C1 +C2)/2
is the instantaneous mutual information of a relay channel
with relay nodes using an identical codebook independent
of what is sent by the source node [25]. It has been shown
in [26] that when two relay nodes both have successfully
decoded the source message and the relative delay satisfies
|δτ |Bw > 2, where δτ = τ1 − τ2 and Bw = 1/T is the
bandwidth of the baseband signal when β = 0, a relay
channel having mutual information (C1 + C2)/2 achieves

diversity of order 3, i.e.

− log Pr [(C1 + C2)/2 < R]
log ρ

→ 3, as ρ→ ∞, (13)

where R is a fixed code rate. Thus, under a given SNR
threshold γT and as SNR increases, the decoding set almost
surely consists of two relay nodes, and it can be concluded that
the diversity order defined by d0

Δ= limρ→∞ − logPout/ log ρ
is three based on the bounds of Pout as provided above, as
well as Eq. (13).

Therefore, in order to achieve the same diversity order as
the synchronous space-time coded approach, the cumulative
delay of the disparate paths needs to satisfy the condition
of |δτ |Bw > 2. This implies that there are certain node
geometries under which systems employing relays that do
not introduce artificial delay (ND) will experience a loss in
diversity, hence motivating the use of the Artificial Delay (AD)
variant.

IV. SIMULATION RESULTS

A. Assumptions

A network of K+2 uniformly distributed nodes in a square
area with one side length DL as in Fig. 1 is considered.
The maximum propagation delay TD in this area along the
diagonal line is set as a rational number of symbol periods T ,
e.g., TD = 3T . If the bit rate is 2/T = 2(Mbps), this translates
to an area of one side length DL = 636.5(m). The signal-
to-noise ratio (SNR) defined as the ratio of the transmitted
signal power to the receiver noise power at each transmitter
side is σ2

I/N0 = 1/N0 due to the normalized signal power.
Each packet consists of LP = 200 uncoded QPSK symbols,
where Ik = ak + jbk, ak, bk ∈ {1,−1}. The SRRC transmit
filter hTx(t) is truncated to [−4T, 4T ] with a roll-off factor
β = 0.35. The length Lb of the FBF is assumed to be equal
to the length of the channel, and Lf is chose to be equal to
twice the channel pre-cursor length. The frame error rate at
node Rj is P (Rj)

w = 1−(1−P (j)
b )2LP , where the bit error rate

P
(j)
b = Q

[√|αS,Rj |2/N0

]
[20], Q(x) =

∫∞
x

1√
2π
e−x

2/2 dx.
At the node NRj , a binary random variable θj ∈ {0, 1} is
generated with probability distribution function P [θj = 0] =
P

(Rj)
w . The relay node NRj is in the set D if NRj is one of

the possible relay nodes and θj = 1.
For the given channel realization (i.e., given set D, the

given realization of all the fading gains), a Gaussian ap-
proximation can be employed to calculate the receiver bit-
error probability for the joint MMSE detection if the data
modulation scheme is QPSK; thus, Pb ≈ Q

[√
SINR

]
[27].

For a packet of LP QPSK symbols, the instantaneous packet
error rate Pw is then estimated as Pw = 1 − (1 − Pb)2LP

[27]. At the destination, the matched filter bound can serve
as a benchmark for the instantaneous BER [28], which is
Pb,mf = Q

[√
Es,mf/N0

]
. The quantity Es,mf is the joint

signal power from the direct path and the path from multiple
relays in D without considering the impact of ISI, and is given
by Es,mf =

∫∞
−∞ |hD,T (t)|2 dt + |αS,D|2, where hD,T (t) =∑

i∈D αi,DhTx (t− τi). Thus the packet error rate using the
matched filter bound is Pw,mf = 1 − (1 − Pb,mf )

2LP . The
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Fig. 4. Outage probability comparison of Protocol CRP with that of [4]
employing an Alamouti code. The path loss coefficient µ = 3. The number
of nodes in an area is K + 2 = 100. DL is the length of one side of the
square region considered. TD is the maximum propagation delay in the region
in terms of the number of symbol periods.
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Fig. 5. The outage probability of Protocol ARP/ND with normalization of
the received noise power. In the simulations, the parameters are set as µ = 0,
DL = 3, TD = 4.5T .

threshold Po under which to declare an outage event is set to
0.1 in the simulation results.

B. Results

The performance of the proposed schemes will be compared
with that of [4] in which an orthogonal space-time block code
[29] is employed under the assumption that the relay symbol
boundaries are synchronized at the destination. This compari-
son allows the determination of how much performance can be
retained by the proposed protocols while relaxing the symbol
synchronization requirements.

In Fig. 4, the outage probability of the CRP protocol is com-
pared with that of [4] employing the space-time orthogonal
block codes when both of the two nearest nodes are available
to forward the correctly received packets. The Alamouti code
[29] is employed to serve this space-time block coding purpose

by assuming symbol synchronization. Also considered for
comparison is the single hop transmission without any relaying
as indicated by the dotted-star line in Fig. 4, which is allowed
to increase its transmit power proportionally if M is larger
than zero in the relaying schemes, i.e., the transmit SNR is
(1 +M) /N0, to make a fair comparison. In order to see the
impact of relative delays on the performance, DL is increased
from 1 to 3 with the maximum delay TD scaled proportionally
from 1.5T to 4.5T while fixing K + 2 = 100. Since the
received SNR at Nj from Ni is E

[ |αi,j |2
N 0

]
= 1/

(N0d
μ
i,j

)
,

the transmit power will be scaled from 1 to Dμ
L to make the

average received SNR be
(
DL

di,j

)μ
/N0. Therefore, the x-label

of Fig. 4 is the average scaled transmit SNR, Dμ
L/N0.

From Fig. 4, it can be seen that the CRP protocol using
the DFE-MMSE at ND can achieve a diversity gain over the
single-hop scheme, as expected. More importantly, compared
to [4] using the Alamouti code, there is nearly 3.5 dB loss
for high SNR without introducing any intentional delays (i.e.
Variant ND) at the relay nodes. However, for the CRP/AD
protocol, the result demonstrates that the performance is
only slightly (< 1 dB) worse than a synchronous system.
Therefore, it is concluded that even if symbol synchronization
is impossible due to the infrastructureless nature of an ad hoc
wireless network, comparable performance can be obtained by
employing the decision feedback equalizer at ND and setting
the delays as a new resource for the involved relay nodes to
compete. Increasing the maximum delay TD from 1.5T to
4.5T does not affect the gain much under variant ND, which
is expected since in the CRP protocol only nearest two nodes
are selected leading to irresolvability of two paths when no
extra delay is inserted as in variant AD. Also notice even under
variant AD, there is also not much performance improvement
when the intentional delay is increased from 1T to 3T . This
is because the diversity won’t increase if the relative delay
between these two paths is beyond a certain value as suggested
by the analysis in Section III-B.2.

Fig. 5 demonstrates the performance of the ARP/ND pro-
tocol. In Fig. 5 and the following two figures, the path loss
exponent is set to zero so that the diversity achieved can be
observed more easily. Such a setting would perfectly match
a system with some form of closed loop relay power control.
However, if such is not performed (or it is not accurate), the
same diversity will be achieved in each of the schemes but the
performance will be worse. Energy normalization across the
whole network is considered in Fig. 5 to show the performance
contributed purely by the cooperative diversity gain. With
the path loss coefficient μ = 0, if M nodes are involved
in relaying, the total signal power collected from all these
paths plus the one from the source directly is (M + 1). Then
multiply N0 by a factor of (M + 1) /3 if M ≥ 2 such that
the transmit SNR for each node in D is 3

(M+1)N0
, where the

coefficient 3 is for the purpose of comparing with the case of
K = 2, in which the maximum number of transmit nodes
is 3. (one is NS , another 2 are relay nodes). In terms of
both simulation results and the matched filter bound, it can
be observed that as K + 2 is increased from 10 to 100 in
a given area, not much improvement is made on the system
performance. This is due to the increasing density of relay
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Fig. 6. Outage probability comparison of our proposed joint DFE-MMSE
receiver with two other approaches under Protocol ARP/AD. The channel
configurations remain the same as in Fig. 7.

nodes in this area, which leads to different clusters of nodes.
The delays from NS to the relay nodes in each cluster and
then to ND are similar. The number of clusters will determine
the asymptotic diversity gain in a given area when equalizer
is employed at ND.

Fig. 7 demonstrates that for the ARP/AD protocol, ran-
domly introducing the artificial delays to the signals trans-
mitted by the active relay nodes can change the asymptotic
tendency observed in Fig. 5 even in the relatively low transmit
SNR region, which implies the improvement in diversity gain
even if the density of nodes is increased. Note that this
protocol requires no coordination of the relays whatsoever,
and that the performance will be improved even further by
the simple MAC of Section II-B. Hence, it is very suitable for
implementation to achieve the gains promised by cooperative
diversity. Of course, eventually there are diminishing returns
when more relay nodes are added, since the fixed number of
resolvable paths for a given delay pool are all exploited with
very high probability for any large number of nodes.

Finally, Fig. 6 demonstrates the performance improvement
of our proposed joint fractional spaced DFE-MMSE receiver
over two other non-trivial approaches using the same system
parameters as in Fig. 7. The separate combination scheme
refers to an approach in which the coefficient β in Fig. 3
is first replaced by the MMSE coefficient for a direct link,
i.e. β̂0 = α∗

S,D/
(|αS,D|2 + 2N0/σ

2
c

)
, and the FFF and FBF

coefficients are determined assuming αS,D = 0 in Eq. (4) and
Eq. (6). To normalize the linear combination, a scaling factor
1/2 is introduced to both β̂0 and FFF and FBF coefficients.
The pre-combination scheme refers to an approach in which a
matched filter is put at the front end of receivers for each link
and then the two outputs are added together before performing
a fractional spaced DFE-MMSE equalization. The FFF and
FBF coefficients in this case can be calculated similarly as
in Section III-A. Our simulation results exhibit significant
amount of gains over both of these two approaches.
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Fig. 7. The outage probability of Protocol ARP/AD with normalization of
the received noise power. In simulations, the parameters are set as µ = 0,
DL = 3, TD = 4.5T . The pool of delays is {T, 2T, · · · , 6T} from which
delays are randomly allocated to the packets transmitted by the active relays.
MFB in the figure stands for matched filter bound.

V. CONCLUSIONS AND FUTURE WORK

In this paper, two delay diversity protocols are proposed to
achieve the cooperative diversity gain in an ad hoc wireless
network without requiring synchronization of the relayed
symbols at the destination. The physical layer approach of
employing the DFE-MMSE at the destination was taken as
a means to realize such diversity gains, and a novel joint
DFE-MMSE equalizer was derived. Based on the proposed
outage probability criterion, simulation results demonstrate the
performance improvements of the protocols over the single
hop scheme, as well as performance comparable to protocols
requiring strict symbol synchronization [4]. The result is
a promising scheme for realizing the gains of cooperative
diversity in networks, without significant signaling overhead
or centralized control.

Due to the space constraints, we restrict our attention to two
hop relay networks where the destination jointly process the
direct link and the relay link information. Our intention is to
explore the two-hop case to demonstrate how diversity gain
can still be maintained even without symbol level synchro-
nization in wireless networks using our proposed protocols,
as well as the novel DFE-MMSE receiver. There are several
important issues not addressed in this paper and we give a
brief discussion of them below.

The first one is the extension of our work to the multi-hop
case. If the outage probability at the destination is too high to
be acceptable under a given transmission power constraint,
relaying with multiple hops should be deployed. The idea
will be similar as the two-hop case. One possible hopping
strategy could be that each level of relay nodes retrieves
the source information by jointly processing the signals from
the two closest previous levels of relay nodes using a joint
DFE-MMSE receiver that is similar to the one developed
in this paper, or, of course, an analogous joint DFE-MMSE
receiver could be derived to process signals from more levels
of relaying. The decoding set at each level is subject to both
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the SINR at the input of the slicer under the ARP protocol and
locations of these nodes. Incorporating location information is
to avoid flooding the whole network in selecting relay nodes
[30].

The second is the relationship between the diversity gain
and density and geometry of intermediate nodes in a network.
Under the ARP protocol, any node which succeeds in decoding
the source packets forwards that information towards the
destination. In a dense ad-hoc network, the same level of
relay nodes could be very close to each other, which makes
their transmissions unresolvable even after introducing some
random delays from a fixed delay pool as under protocol
variant AD. Therefore, achievable diversity gain should be
a function of node density and their relative locations, as
well as the size of the random delay pool. Investigation of
these problems is beyond the scope of this work and will be
considered in our future work.
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APPENDIX

A. Derivations of results in Section III

To determine the vector of coefficients of (3) under the
MMSE criterion, the orthogonality principle is employed [20],
i.e., E [(Ik − zk)u∗

k] = 0, where zk = uTk c, and u is defined
in (2) by assuming the past decisions are error free, Îk−j =
Ik−j , j = 1, · · · , Lb. This yields E [Iku∗

k] = E
[
u∗
ku

T
k

]
c, and

the coefficient vector c is then given by c = R−1q, where
R = 1

2E
[
u∗
ku

T
k

]
is assumed to be a non-singular (Lf +Lb+

1) × (Lf + Lb + 1) matrix, and q = 1
2E [Iku∗

k] is a column
vector of length Lf +Lb + 1. Since 1

2E
[
IkI

∗
j

]
= δi,j , where

δi,j is the Dirac function, it can be shown that

q = B
[
h∗D,(1−Lf)/2, · · · , h∗D,−1, h

∗
D,−1/2, h

∗
D,0,

α∗
S,D, 0

]T =
[
pT , α∗

S,D, 0
]T
, (14)

where 0 is a zero row vector of length Lb. Let
uk = [yD,k, ys,k, Ik−1]

T , where yD,k =
[
yD,k+(Lf−1)/2,

· · · , yD,k+1, yD,k+1/2, yD,k
]
, and Ik−1 =

[Ik−1, Ik−2, · · · , Ik−Lb
]. The matrix R can then be expressed

in terms of block sub-matrices:

R =
[

Γ̃ Λ̃∗

Λ̃T ILb

]
, (15)

where

Γ̃ =
1
2
E
(
[yD,k, ys,k]

† [yD,k, ys,k]
)

=
[

Γ αS,Dp
α∗
S,Dp† Q0

]
(Lf+1)×(Lf+1)

, (16)

Q0 = 1
2E|yS,k|2 = N0 + |αS,D|2, and entries of the matrix Γ

are defined in (7). The matrix Λ̃ is

Λ̃∗ =
1
2
E
(
[yD,k, ys,k]

† Ik−1

)
=
[

Λ∗

0

]
(Lf+1)×(Lb)

,

where entries of ΛT are defined in (8), and ILb
is a unit matrix

of dimension Lb × Lb.
To determine c = R−1q, results for the inversion of a block

matrix are needed:[
A B
C D

]−1

=
[ (

A− BD−1C
)−1 −A−1BS−1

D

−S−1
D CA−1 S−1

D

]
,

(17)
where SD = D − CA−1B, and(

A − BD−1C
)−1

= A−1B
(
D − CA−1B

)−1
CA−1

+A−1. (18)

Since the last Lb entries of q are zero, using (17) and (15)
yields

[
c(1−Lf )/2, · · · , c−1/2, c0, β0

]T =
(
Γ̃− Λ̃∗Λ̃T

)−1

· [pT , α∗
S,D

]T
, (19)

where
(
Γ̃ − Λ̃∗Λ̃T

)−1

=
[

Γ − Λ∗ΛT αS,Dp
α∗
S,Dp† Q0

]−1

=

[ (
Ω − |αS,D|2Q−1

0 pp†)−1 −αS,DS−1
Q Ω−1p

−α∗
S,DS

−1
Q p†Ω−1 S−1

Q

]
,

SQ = Q0 − |αS,D|2p†Ω−1p, and Ω = Γ−Λ∗ΛT . Based on
(19) and (18), it is then straightforward to get (4) and (5).

The input of the slicer is

zk = uTk c =
0∑

i=−(Lf−1)/2

yD,k−ici +
Lb∑
j=1

cjIk−j + β0yS,k

= Ik

⎛
⎝β0αS,D +

0∑
i=(1−Lf )/2

hD,−ici

⎞
⎠+ β0νS,k +

Lb∑
j=1

cjIk−j

+
∑
l �=0

Ik−l

⎛
⎝ 0∑
i=(1−Lf )/2

hD,l−ici

⎞
⎠+

0∑
i=(1−Lf )/2

ciνD,k−i

= IkU0 +
∑

n�=0,int

Ik−nUn + ν̃k, (20)

hence, in order to cancel the post-cursor interference (i.e.,∑
n>0 Ik−nUn), the feedforward coefficients must be set as

in (6) for the filter length Lb ≥ L [20].
For a DFE-MMSE equalizer, the mean squared error can be

determined by the coefficient U0 in (20), i.e., MSE = σ2
c (1−

U0) as shown in [22]. Given β0 and the FFF coefficients as
in (5) and (4), respectively,

U0 = β0αS,D +
0∑

i=(1−Lf )/2

hD,−ici

= p†Ω−1p(1 − β0αS,D) + β0αS,D

= |αS,D|2
(
1 − p†Ω−1p

)2
2N0/σ2

c + |αS,D|2 (1 − p†Ω−1p)
+p†Ω−1p. (21)

By substituting (21) in σ2
c (1 − U0), (9) is obtained.

It has been shown in [22] that the SINR at the input to
the slicer is σ2

c/MSE − 1 for any MMSE equalizer. Given
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the minimum MSE in (9) for the joint estimation, it is then
straightforward to prove (11).

B. Bounds on Outage Probability Pout

From Eq. (11) and definitions of C1 and C2 in Section
III-B.2, we have SINR = 2C1 + 2C2 − 2. Using inequality
a + b ≥ 2

√
ab for non-negative numbers a and b, we obtain

SINR ≥ 21+(C1+C2)/2 − 2. Therefore, the outage probability
Pout = Pr [SINR < γT ] is upper bounded by

Pout,U
Δ= Pr

[
21+(C1+C2)/2 − 2 < γT

]
= Pr [C1 + C2 < 2 log(1 + γT /2)] . (22)

Similarly, we need to first find the upper-bound of SINR
in order to derive the lower-bound of Pout. Let us denote
a1 = ρ|αS,D|2 and b1(θ) = 1 + ρ|Shh(θ)|2. From Eq. (11)
and Eq. (12), we can deduce that

σ2
c

(MSE)o
= 2

1
2π

�
π
−π

log[b1(θ)] dθ + 2
1
2π

�
π
−π

log(a1) dθ. (23)

Let logZ = 1
2π

∫ π
−π log(a1 + b1(θ)) dθ, we then obtain the

following inequality

σ2
c/(MSE)o

Z
= 2

1
2π

�
π
−π

log
b1(θ)

a1+b1(θ) dθ + 2
1
2π

�
π
−π

log
a1

a1+b1(θ) dθ

≤ 1
2π

∫ π

−π
2log

b1(θ)
a1+b1(θ) dθ +

1
2π

∫ π

−π
2log

a1
a1+b1(θ) dθ

=
1
2π

∫ π

−π

a1 + b(θ)
a1 + b(θ)

dθ = 1 (24)

where the inequality is due to the convexity of exponential
function. Given the definition of C1 and C2, we have logZ <
log(1 + a1) + 1

2π

∫ π
−π log b(θ) dθ = C1 + C2 which results in

SINR =
σ2
c

(MSE)o
− 1 < 2C1+C2 − 1. (25)

The upper-bound of SINR yields the following lower-bound
of Pout, i.e.

Pout ≥ Pout,L
Δ= Pr

[
2C1+C2 − 1 < γT

]
= Pr [C1 + C2 < log(1 + γT )] . (26)

We have thus developed bounds for Pout as defined in Eq. (22)
and Eq. (26).
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