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Abstract | Multimedia communication
systems require di�erent Qualities of Service
(QoS) for di�erent types of information. The
QoS is generally expressed in terms of a max-
imum acceptable latency and Bit Error Rate
(BER) or Frame Error Rate (FER). In turbo
coded systems a tradeo� between latency
and BER results from the choice of inter-
leaver size. This tradeo� can be exploited in
multimedia communication systems by using
di�erent interleaver sizes to achieve di�erent
QoS's. In this paper the tradeo� between la-
tency and BER is further explored through
simulation. The results are used to propose
an adaptive turbo coding strategy for wire-
less multimedia communications that incor-
porates a set of interleavers of variable sizes
that achieve an appropriate set of QoS's.

1. Introduction

Research related to �rst and second generation mo-
bile communication systems has focused primarily
on increasing the capacity available for voice ser-
vices. However, with the recent popularization of
internet services such as email and Web browsing,
and with the increased popularity of portable com-
puters, it is apparent that next generation wireless
systems must be capable of supporting many dif-
ferent types of data. In [1] many issues related
to next generation wireless services are presented
including the need to adapt to the dynamic vari-
ation of tra�c, the need to control the quality of
service (QoS) according to data type, compensa-
tion for frequency-selective fading, and the desire
for high overall system capacity.

The QoS that a particular application requires is
typically expressed in terms of a maximum latency
and a maximum bit error rate (BER) or Frame Er-
ror Rate (FER). Applications that require low la-
tency, such as real time voice and video communi-
cations, can generally accept higher bit error rates,
while applications that require low bit error rates,
such as computer data, can typically accept longer
latency. There is a tradeo� in turbo codes between
latency and bit error rate that is inherent in the
choice of interleaver size. This tradeo� can be ex-
ploited in multimedia communications systems by
using interleavers of varying sizes to o�er several
di�erent qualities of service.

The organization of this paper is as follows: In
section 2 the tradeo�s inherent to turbo coded sys-

tems are discussed. Section 3 presents a proposed
variable frame length turbo coded system which is
analyzed through simulation. Section 4 presents
the results of the simulation and a discussion of the
results. Finally a conclusion and discussion of fu-
ture work is presented in section 5.

2. Tradeo�s in Turbo Coded Systems

Turbo codes have been shown to exhibit remarkable
performance when the interleaver size is large (64
kilobits) and a su�cient number of decoding itera-
tions is performed [2]. In [3], Benedetto and Mon-
torsi show that the performance of turbo codes im-
proves as the frame size is increased. However, the
decoding complexity per information bit is invari-
ant to frame size. It is this decoupling of decoding
complexity with frame size that makes turbo cod-
ing such a powerful technique, particularly for large
frame sizes. The tradeo� between frame/interleaver
size and performance is shown for several inter-
leaver sizes in [4], and [5]. Even when the frame
size is as small as 192 bits there appears to be some
bene�t (in terms of performance and complexity) to
using turbo codes [6]. In [5] it is shown that there
is a threshold at around 200 bits; if the frame size
is less than the threshold then a convolutional code
will outperform the turbo code of comparable com-
plexity, otherwise if the frame size is greater than
the threshold the turbo code will perform better in
terms of BER for a particular Eb=No. The com-
mmunications delay or \latency" in a turbo coded
system is directly proportional to the frame size.
Thus there is a direct tradeo� between performance
and latency in turbo coded systems.

In addition to the tradeo� between latency and
performance, there are several other tradeo�s inher-
ent to turbo coded systems. By properly choosing
the code rate, a tradeo� between spectral e�ciency
and performance can be made. The e�ect of vary-
ing the code rate from 1=3 to 4=5 is shown in [7].
A tradeo� between decoding complexity and perfor-
mance results from varying the number of decoding
iterations or from using various constraint length
elementary encoders. In [2] the e�ect of varying
the number of decoding iterations from one to 18 is
shown, and the e�ect of using encoders with con-
straint lengths three, four, and �ve is shown in [6].
In [7] a stop criterion is introduced which makes
the number of decoding iterations dynamic. An
additional tradeo� between performance and com-
plexity is imbedded in the choice of decoding al-
gorithm. Turbo decoders fall into two general cat-
egories: Maximum A Posteriori (MAP) algorithm
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Fig. 1: System model

based decoders and Soft Output Viterbi Algorithm
(SOVA) based decoders [7]. MAP decoders gener-
ally perform better than SOVA decoders but are
more computationally complex. There are several
sub-optimal MAP decoders that o�er reduced com-
plexity at the price of degraded performance [6], [8].
Also there are techniques to improve the perfor-
mance of SOVA decoders at the expense of a slight
increase in computational complexity [9]. SOVA
decoding with the normalization technique of [9] ap-
pears to o�er the most practical combination of ac-
ceptable performance and computational feasabil-
ity.

3. System Model

The system model is as shown in Figure 1. The
system uses four frame sizes: 256, 1024, 4096, and
16,384 bits. The information bits uk are grouped
into frames, encoded and then modulated using
a Binary Phase Shift Keying (BPSK) modulator.
The output of the BPSK modulator yk is multiplied
by fading amplitudes ak and added with noise nk
to produce the received value rk. The received sig-
nal is BPSK demodulated and then turbo decoded.
The output of the turbo decoder is an estimate ûk
of the information bit. For the remainder of this
discussion a data rate of 128,000 bits per second is
assumed. In order to minimize the complexity of
the decoder, a simple turbo code is utilized and de-
coding is performed by the SOVA algorithm with
normalization performed as described in [9].

3.1 Encoder

The encoder is made up of two rate one half Re-
cursive Systematic Convolutional (RSC) encoders,
each with constraint length K = 3 and octal gen-
erators 5 (feedforward) and 7 (feedback) [6]. The
two encoders are concatenated in parallel and sep-
arated by a random interleaver. Four interleavers
were used, one for each of the four frame sizes. Each
interleaver was designed by generating a random
reordering vector, and no attempt was made to op-
timize the interleavers (although \bad" interleavers
were discarded). The rate of the turbo code can be
increased by puncturing the parity bits generated
by the two component codes. A rate one-half turbo
code was generated by using a multiplexer which se-
lects odd indexed parity bits from the �rst encoder
and even indexed parity bits from the second en-
coder. In addition, a rate one-third turbo encoder
with no puncturing is considered.
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Fig. 2: Decoder diagram

3.2 Channel

The encoded bits are transmitted over the commu-
nications channel as depicted in Figure 1. The value
ak is a fading amplitude that may vary from code
bit to code bit. When an Additive White Gaus-
sian Noise (AWGN) channel model is used, ak is
unity for all code bits. The Rayleigh fading chan-
nel model assumes additional block interleaving suf-
�cient to make the fading amplitudes independent
from symbol to symbol. The fading amplitudes are
normalized to have unit energy.

3.3 Decoder

Decoding is performed using eight iterations of a
SOVA based decoder [7]. The performance of the
SOVA decoder is enhanced using the normalization
technique presented in [9]. In [9] it is noted that
the SOVA algorithm su�ers from two distortions
| overoptimistic soft outputs and correlation be-
tween the intrinsic and extrinsic information. Per-
formance is degraded substantially due to the �rst
type of distortion but only mildly from the second
type. For this reason, we only compenstate for the
overoptimistic soft output of the SOVA algorithm.
Compenstation is achieved by calculating a scale
factor to be muliplied by the output of each decod-
ing stage according to:

c = mv
2

�2v
(1)

where mv and �2v are the mean and variance of the
SOVA output given that the original information
bit is a one. Since we do not have a priori knowl-
edge of the information bit, a satisfactory estimate
of the mean and variance may be obtained by taking
the absolute value of the SOVA output. The com-
penstation coe�cients must be calculated for each
decoder stage and recalculated for each new frame.
The slight increase in computational complexity is
justi�ed by a signi�cant performance improvement.
A simpli�ed diagram of the decoder that depicts the
compensation operation but neglects the details of
interleaving and deinterleaving is shown in Figure
2. In this �gure cpi refers to the the scaling con-
stant associated the ith decoding iteration and the
pth SOVA decoder within that iteration.

For purposes of computing latency, a pipeline ar-
chitecture is assumed for the decoder. Each element
of the pipeline performs one iteration of decoding,
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Fig. 3: Bit Error Rate vs. Eb=No as parameterized
by frame size for turbo code with rate 1/3, constraint
length 3, and 8 iterations of normalized SOVA decoding
over an AWGN channel.
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Fig. 4: Bit Error Rate vs. Eb=No as parameterized
by frame size for turbo code with rate 1/2, constraint
length 3, and 8 iterations of normalized SOVA decoding
over an AWGN channel.

and thus the total latency is equal to the transmit
time of the frame times the number of iterations:

td =
kf
Rb

Ni (2)

Where kf is the frame size, Rb is the bit rate, and
Ni is the number of decoding stages.

4. Simulation Results

The proposed turbo coded system was simulated
using an Additive White Gaussian Noise (AWGN)
channel and fully interleaved 
at Rayleigh fading
channel for each of the four frame sizes and two
code rates. The results of the simulation for the
AWGN channel are shown in Figure for the rate
one-third code in Figure 3 and for the rate one-half
code in Figure 4. The results of the simulated fully
interleaved 
at Rayleigh fading channel are shown
for the rate one-third code in Figure 5 and for the
rate one-half code in Figure 6. In each of these four
plots there is a minimum Eb=No for which an ac-
ceptable range of BER's are obtained for all four
interleavers. For example in Figure 3 an accept-
able range of BER's can be obtained for the rate
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Fig. 5: Bit Error Rate vs. Eb=No as parameterized
by frame size for turbo code with rate 1/3, constraint
length 3, and 8 iterations of normalized SOVA decoding
over a fully interleaved 
at Rayleigh fading channel.
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Fig. 6: Bit Error Rate vs. Eb=No as parameterized
by frame size for turbo code with rate 1/2, constraint
length 3, and 8 iterations of normalized SOVA decoding
over a fully interleaved 
at Rayleigh fading channel.

one-third code in AWGN by holding Eb=No to a
constant value of 1.5 dB. The BER, FER, and la-
tency is listed in Table 1 for the rate one-third code
in AWGN with Eb=No set to 1.5 dB. Likewise, an
acceptable range of QoS was found for the rate one-
half code in AWGN at Eb=No = 2 dB (Table 2), for
the rate one-third code in fully interleaved Rayleigh

at fading at Eb=No = 2:5 dB (Table 3), and the
rate one-half code in fully interleaved Rayleigh 
at
fading at Eb=No = 4 dB (Table 4).

For each case, the 256 bit interleaver provides a
latency of just 16 msec and a BER on the order of
10�3. The BER and latency associated with the 256
bit interleaver is appropriate for real time voice and
low-latency error-resilient image and video com-
pression techniques such the Pyramid lattice Vector
Quantization (PVQ) method of [10]. The 1,024 bit
interleaver has a latency of 64 msec and a BER on
the order of 10�4 and is appropriate for real-time
video conferencing such as H.261 [11] and for JPEG
images [10]. The 4,096 bit interleaver has a moder-
ately long latency of 256 msec and a low BER on the
order of 10�5 and is appropriate for the playback of
compressed video using standards such as MPEG.



The 16,384 bit interleaver o�ers a very long latency
of approximately one second along with extremely
low BER's on the order of 10�6 and is appropriate
for data and �le transmission services. It is inter-
esting to note that while the BER becomes smaller
as the frame size increases, the Frame Error Rate
(FER) remains fairly contant. Thus for systems
that require di�erent FER's there is no signi�cant
bene�t to using variable frame sizes.

5. Conclusion

In turbo coded systems there is a tradeo� between
performance and latency inherent in the choice of
frame/interleaver size. Due to this tradeo� it is pos-
sible to achieve a variety of performance/latency
points while keeping the transmitted power con-
stant. This characteristic can be exploited in mul-
timedia systems to allow several di�erent QoS's at
any particular value of Eb=No. A simulation study
shows how a simple turbo code with 4 interleaver
sizes can be used to achieve 4 di�erent QoS's. Re-
sults were shown for both an unpunctured rate 1/3
code and a punctured rate 1/2 code in AWGN and

at fading channels.

The primary focus of this paper is the exploita-
tion of the tradeo� between frame size and perfor-
mance inherent in turbo coded systems. Similar
bene�ts may also be obtained by matching di�er-
ent code rates and numbers of decoder iterations
to the particular type of data that is transmit-
ted. The conclusions of this paper are based on the
simulation study of a short constraint length code
with randomly designed interleavers. Further study
is needed to analyze the performance of a similar
system with optimized interleavers and larger con-
straint lengths. Furthermore, the latency that was
shown in the tables assumed a pipelined decoding
architecture. The decoding delays associated with
other hardware implementations of the turbo de-
coder should be studied further.
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Tab. 1: QoS for rate 1/3 turbo code operating in AWGN at
Eb/No = 1.5 dB

Frame Size
(bits)

latency
@ 128 kbps

BER FER

256 16 msec 2:4� 10�3 7:3� 10�2

1024 64 msec 9:0� 10�5 2:1� 10�2

4096 256 msec 1:2� 10�5 1:5� 10�2

16384 1.024 sec 4:3� 10�6 2:0� 10�2

Tab. 2: QoS for rate 1/2 turbo code operating in AWGN at
Eb/No = 1.5 dB

Frame Size
(bits)

latency
@ 128 kbps

BER FER

256 16 msec 3:1� 10�3 1:0� 10�1

1024 64 msec 2:3� 10�4 3:8� 10�2

4096 256 msec 2:6� 10�5 2:8� 10�2

16384 1.024 sec 8:2� 10�6 4:5� 10�2

Tab. 3: QoS for rate 1/3 turbo code operating in 
at
Rayleigh fading at Eb/No = 2.5 dB

Frame Size
(bits)

latency
@ 128 kbps

BER FER

256 16 msec 3:3� 10�3 1.0 �10�1

1024 64 msec 2:7� 10�4 4.1 �10�2

4096 256 msec 1:4� 10�5 1.9 �10�2

16384 1.024 msec 3:5� 10�6 1.8 �10�2

Tab. 4: QoS for rate 1/2 turbo code operating in 
at
Rayleigh fading at Eb/No = 4.0 dB

Frame Size
(bits)

latency
@ 128 kbps

BER FER

256 16 msec 4.5 �10�3 1:7� 10�1

1024 64 msec 5.1 �10�4 8:3� 10�2

4096 256 msec 2.2 �10�5 2:5� 10�2

16384 1.024 msec 4.3 �10�6 3:0� 10�2


