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Abstract

A smart card based face verification system is pro-
posed in which the feature extraction and decision mak-
ing is performed on the card. Such an architecture has
many privacy and security benefits. As smart cards
are limited computational platforms, the face verifica-
tion algorithms have to be adapted to limit the facial
image representations. This minimises the information
needed to be sent to the card and lessens the computa-
tional load of the template matching. Studies performed
onthe BANCA and XM2VTS databases demonstrate that
by limiting these representations the verification perfor-
mance of the system is not degraded and that the pro-
posed architecture is a viable one.

1. Introduction

Automatic personal identity verification systems
based on facial images [3, 8] have many promising ap-
plications in the field of security. They have the poten-
tial to confirm a person’s identity in an effective and
inherently more reliable way than standard pin codes.
The higher level of security afforded by such systems
is achieved by exploiting user specific biometric charac-
teristics that cannot be easily misappropriated by impos-
tors.

Face biometric systems comprise a camera linked to
image processing and decision making subsystems (nor-
mally implemented using a general purpose computing
engine). The role of the image processing stage is to
detect the face in the data acquired by the camera at
the time of access, as well as to perform its geomet-
ric and photometric normalisation. Features important
for discrimination are then extracted from the registered
and normalised image and fed into the decision making
stage, the task of which is to accept or reject the claimed
identity. The decision making process involves a com-
parison of a biometric face template, stored during the
client’s enrolment, with the extracted features.

The conventional architecture of a face biometric sys-
tem consists of a camera located at a point of access. The
requisite biometric data captured by the sensor is then
transmitted to a central computer where all the image
processing and decision making takes place. All bio-
metric templates are stored centrally and the result of
the verification process is then communicated back to
the physical or electronic device which grants access to
the successful claimant.

Although the centralised architecture is perfectly ac-
ceptable for some applications, in many scenarios it
raises privacy issues which may compromise user ac-
ceptability. Also, there may be a problem of security if
the system decision is transmitted over a public com-
munication channel. For these reasons, there is a lot
of interest in architectures where the biometric template
database is distributed, and the processing system is lo-
cated at the access point. A favoured set up is to store
the biometric template on a smart card, together with a
pin code defining the claimed identity. This alleviates
the privacy problem. By locating the processing system
close to the camera, the overall security of the architec-
ture is improved. During access, the pin code and the
biometric template are communicated to the local pro-
cessor, after the smart card system has been duly au-
thenticated.

In this paper we revisit the privacy and security con-
cerns and propose a novel distributed architecture where
some of the face image processing and decision mak-
ing is carried out on the smart card itself. This avoids
the problem of the biometric template and pin-code ever
having to leave the card. In our system the feature ex-
traction (which is invariably proprietary) is performed
on the smart card, enhancing the overall system security
even further.

By porting a part of the authentication process onto a
smart card, one has to face the severe constraints and
limitations that small computing platforms often im-
pose. These may have a serious impact on the applica-
bility and performance of the candidate face authentica-
tion algorithms that might be considered for the system
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realisation. Unfortunately, the computational require-
ments of the available face verification algorithms[9, 6]
are rarely discussed. We address this issue in relation
to the algorithm adopted for smart card implementation.
By optimising the parameters of the algorithm (includ-
ing image spatial and grey level resolution) as well as the
representation of numbers used by the smart card pro-
cessor, we establish an acceptable trade-off between per-
formance and computational complexity of the resulting
system.

The rest of the paper is organised as follows. In the
next section, the conventional and the proposed smart
card face verification system architecture will be pre-
sented. In Section 3 the smart card used in our inves-
tigation is detailed and its limitations discussed. In Sec-
tion 4 the experiments made to optimise our system are
described. Finally, some conclusions are made.

2. System Architecture

In any face verification system the user must make an
identity claim, usually by use of a token. In the exper-
iments described in this paper, the token was stored on
a smart card. To make a claim, the user presents him-
self/herself to a camera and places his/her card in the
card reader. The token is read off the card and the rele-
vant biometric template retrieved. A match between the
template and the acquired image is then made.

Prior to this the user would have had to have gone
through an enrolment process where their facial biomet-
ric template was created and stored in a database and/or
on the smart card.

The acquired image will typically have to pass
through several processing steps before the final match-
ing takes place. These are: face detection/localisation;
geometric and photometric normalisation and feature
extraction.

There are two standard architectures to this system,
centralised or decentralised. In a centralised architec-
ture the image grabbed is transmitted to a central server
where the biometric templates are stored in a database.
All the processing and template matching is performed
by the server’s processors. The advantage of this ar-
chitecture is that the processor capacity is high. How-
ever, the template has to be transmitted across a network,
making the whole system vulnerable to attack.

In a decentralised system the biometric template is
stored on the smart card. When a claim is made, the
template is read off the card and all the processing and
matching is done by a local processor. This has im-
proved security advantages as the template does not have
to be transmitted. However, the template must still leave
the card. There is also a security problem of performing
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Figure 1. The proposed smart card face
verification system

the proprietary computation (feature extraction/decision
making) on the local host.

A novel architecture is proposed that further en-
hances security and the privacy of face biometric veri-
fication systems, in which the processing is performed
on the smart card storing the template. In this model
the template never leaves the card and is thus much
more secure. However, smart cards are limited com-
puting devices suffering from slow channel communica-
tion, small storage and processing capability. For these
reasons, it is not yet viable to do all the processing re-
quired on the card.

One could do all processing, including feature extrac-
tion, on a local host and just send the extracted features
to the smart card. The card would just then be used
to compare the stored template to the sent features and
make the verification decision. However, there are still
security issues in performing the proprietary feature ex-
traction on a local host and the extracted features can
be larger than the original image resulting in more data
having to be transmitted. It also makes it impossible to
update the system as any new feature extractor will ren-
der the current templates useless.

We propose to perform the feature extraction and de-
cision making on the smart-card as the best compro-
mise. A schematic diagram of the proposed architecture
is shown in figure 1.

3. The Smart Card

The smart card used for this research was provided
by Sharp Laboratories, Oxford, UK [1]. It boasts a
13.5MHz processor, 1Mbyte of EEPROM, 8Kbytes of
RAM, a cryptographic co-processor and operates in both
contact and contactless modes. In order to perform the

Proceedings of the 17th International Conference on Pattern Recognition (ICPR’04)
1051-4651/04 $ 20.00 IEEE

YF]',F.

COMPUTER

SOCIETY



necessary on-card verification experiments we used it in
contact mode, which has a data transfer rate of 76.8Kbits
per second. Undoubtedly, compared to modern comput-
ers smart cards today still offer a very limited comput-
ing platform. Primarily, smart cards have been designed
for the sort of applications which allow storing and re-
trieving of personal information about an individual, i.e.
name, address, bank account details. They have not been
designed for doing the large amounts of processing that
are required for biometric authentication. Moreover, no
smart card has yet been manufactured which has a float-
ing point co-processor. This makes complex mathemat-
ical calculations computationally expensive. Also, the
transmission rate of data between the server and card
is fairly slow. Therefore, the amount of data being ex-
changed between a smart card and a server through an
interface (e.g. a biometric template or a facial image)
must be kept to a minimum. Finally, the amount of RAM
available on the smart card is limited, which means all
the data can not be kept in memory for the calculations
and the ROM must be used as a cache. Typically, read-
ing data from the EEPROM is fairly fast but writing data
is slow. Even when the technology on the smart card
gets as powerful as a current personal computer, there
will still be a requirement for making such algorithms
as computationally cheap as possible.

4 System Optimisation

Based on the proposed system requirements and the
known limitations of the smart card, experiments have
been performed to help optimise our face verification
system for the smart card platform. BANCA [7, 2]
and XM2VTS [5] face databases and corresponding pro-
tocols were used. From the sets containing the face
images, the training set is built and used to construct
client models;then the evaluation set that produces client
and impostor access scores (used to compute a client-
specific or global threshold and determines acceptance
or rejection of a person);and the test set that simulates
realistic authentication tests where impostor’s ID is un-
known to the system. The threshold is set to satisfy cer-
tain performance levels on the evaluation set. The per-
formance levels of the verification system are FA, FR
and Half Total (HTER is equal to FA plus FR divided by
two) Error Rates on the test set.

Most face verification algorithms rely on either PCA
(Eigen) or LDA (Fischer) techniques. The feature ex-
traction processor requirements with either of these
techniques is too costly. For this system we used Client
Specific LDA which has a computationally cheap fea-
ture extraction stage and is ideally suited to small plat-
forms. The feature extraction is a simple vector dot

product of the template and normalised probe image.
The resulting sum is then compared to a threshold which
determines how close the probe of the claimed ID is to
the class of impostors and thus the verification success.
The effectiveness and viability of the method was tested
in [4] where normalised correlation was used. However,
in our system we are testing the impostor rejection, a
formulation that obtains even better results.

In the absence of on-card floating point co-processor,
all the floating point arithmetic is emulated by software
on the card. The first experiment conducted was to
check whether the use of fixed-point arithmetic for the
feature extraction and matching step on the card could
affect the verification performance in terms of speed and
performance. By performing experiments using differ-
ent data types on the card, it was found that the computa-
tional speed of the feature extraction and template match
on the card can be increased by a factor of six when us-
ing fixed-point arithmetic over floating point numbers.
In addition, as long as the position of the fixed point was
chosen correctly no degradation in verification perfor-
mance was observed at all.

In the proposed system the normalised images are
sent to the card for verification. A limitation of the archi-
tecture is communication speed. By reducing the spatial
and grey-level resolution of the normalised images, the
amount of data sent to the card can be significantly re-
duced. In the next two experiments we investigated the
effect of reducing resolution on the verification perfor-
mance.

First, the grey-scale pixel resolution of the nor-
malised probe images was altered. Since an 8 bit cam-
era was used, the initial performance of our system was
measured for the full 8 bits per pixel grey-level resolu-
tion (the spatial resolution was kept at 55x51). Then,
the grey-scale resolution was reduced by 1 bpp and the
performance was measured again. This was repeated
down to 1 bpp. Figure 2 shows an example of an ini-
tial BANCA image and the resulted normalised bit pre-
cision images. Moreover, in figure 3 we can see typical
HTER results obtained for a specific BANCA protocol.
The HTER for 4 bpp was slightly less than when using
8 bpp. The amount of data sent to card could be halved
without any drop in verification performance.

Next the spatial resolution of the images was var-
ied from 110x102 down to 8x7. The grey-scale reso-
lution was kept at 8 bpp. Table 1 shows a summary of
some of the results. For the XM2VTS database the im-
age size can be reduced (from 110x102 to 30x28) and
over 13 times less data need to be sent to the smart card.
Therefore, the computation for the template matching on
the smart card is significantly reduced while the perfor-
mance is slightly increased. In the case of the BANCA
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Figure 2. Initial BANCA (first to the left) and
normalised bit precision images, 1-bit to 8-
bit.
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Figure 3. Effect of bit precision on protocol
G of the BANCA database.

database the largest size produces the best results. This
is because the BANCA data has a more challenging op-
erational scenario. However, using a size of 61x57 re-
sults in over three times less data being transmitted to the
smart card with only a small decrease in performance.

Image Resolution | BANCA HTER | XM2VTS HTER
8x7 0.149 0.0865
30x28 0.107 0.03475
55x51(INIT) 0.07824 0.03688
61x57 0.0753 0.0369
110x102 0.0664 0.03864

Table 1. Effect of image size on HTER on
BANCA and XM2VTS databases.

5. Discussion and Conclusions

A smart card based face verification system has been
proposed in which the feature extraction and template
matching is performed on the card. This architec-
ture offers increased security and privacy in compari-
son with conventional architectures. The solution in-
volves a small footprint computing platform with se-
vere resource limitations in terms of memory, comput-
ing engine and communication channel capacity. Con-
sequently, the porting of algorithms on such an architec-
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ture requires a careful optimisation of the system design
parameters, including fixed point data types, grey-level
and spatial image resolution.

Experiments showed that in order to optimise the
smart card design, fixed-point arithmetic can be used
which speeds up the template matching on the card. Us-
ing less than 8 bpp grey-scale image resolution for the
normalised face images does not necessarily result in a
degradation of the system performance. This allows for
fewer bytes of data to be sent to the smart card. There
is a trade-off between performance and image resolution
that can be exploited to minimise data transfer and pro-
cessor load. However, different results were achieved on
the BANCA database in contrast to the XM2VTS one
suggesting that different operational scenarios may call
for different optimum operational point settings.
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