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Abstract—In order to support real-time face recognition using is desirable to capture this frame. Therefore, it is impurta
a wireless camera network, we design a data acquisition séoe  keep computational overhead low at the distributed canseras
to quickly and reliably acquire face images of human subjed natthe data can be processed at a high frame rate. Henee ther

from multiple views and to simultaneously index each acquied . . - : . .
image into its corresponding pose. In comparison with detdion 'S @ requirement for a distributed service with low procegsi

of frontal faces, the detection of non-frontal faces with uknown Overhead that can quickly and reliably acquire data that is
pose is a much more challenging problem that involves signifant  relevant for face recognition while suppressing data tkat i
image processing. In this paper, we describe a collaboraiy not useful for recognition. Our approach in this paper isge u
approach in which multi-view camera geometry and inter-canéra e gistributed cameras to perform face detection andrtrans

communication is utilized at run time to significantly reduce the ; - :
required processing time. By doing so, we are able to achieve only the region containing faces detected in each framedo th

high capture rate for both frontal and non-frontal faces and at base station. ) .
the same time maintain a high detection accuracy. We implenm Generally, frontal face images are the most suitable orres fo

ggfsggcg n?éggéﬂﬂogafnyesrtgnﬂe?ﬁoarlk%%thg]vtvet'hgme i?ncféﬁgb reliable face recognition. However, in unconstrained v
acquire frontal faces at11 fps and non-frontal faces at10 fps on Y ments it is not always po_SSIbIe to obtain enough h!gh quality
images captured at a resolution of640 by 480 pixels. frontal face images required for accurate recognition. ésnd
such circumstances, non-frontal face images acquired &om
|. INTRODUCTION camera network can be used to improve the confidence of
fgce recognition from frontal faces. Often profile (sidewje
face images contain tattoos, moles and special markers that
fAle useful in human identification [1]. Recent studies have
hown that profile views and partial profile views can be
used for reliable face recognition with high accuracy [3], [
‘{é] [5]. That being said, acquiring multi-view face images
IS a challenging task in terms of computational overhead
especially due to their diversity [6]. Typically, separdtee
ctors are trained for each pose that are then seqlyential
or ierarchically applied on each frame to detect a face [7],
ﬁj, [9], [10], [11], [6]. Alternatively, a pose classifiersi
irst applied through a sliding window of different sizesdth
could fit a face) and then the appropriate face detector for
H1at pose is used to detect the presence of a face [7]. Both
of these approaches involve significant image processidg an

raising an alert when criminals are detected enteringcatiti Unsuitable when we would like to maximize the number of
places such as airports and shopping malls, raising an al@es acquired for recognition.
when lost individuals are detected and automatic recamnitiA. Summary of contributions
and registration of individuals at international port otrgn In order to support robust and real-time face recognition,
While distributed camera networks can potentially improwee design a network service for multi-view face image ac-
the accuracy of human identification by offering multipleuisition. Our service uses the geometry of the multi-camer
views of a subject, in order to be scalable and to be appkcalpletwork to collaboratively acquire both frontal and noaorftal
in real-time identification they pose a design challenge face images in real-time while maintaining a high sampling
terms of the trade-off required between local processird) arate. An overview of our approach is as follows. We first
centralized computation. On the one hand local processimgin face detectors based on Haar-like features [12], [13]
is needed prior to transmitting all the acquired data to far each pose class that is required to be detected. We then
fusion center so that the network and the fusion center are mon a frontal-face detector on each camera in the network.
overloaded with too much data. On the other hand, it is alS@henever a frontal face has been detected on any camera, say
crucial to acquire as many images as possible at the individ@', it sends a notification to other cameras which then narrow
cameras so as to improve the chances of accurate recognitawn their search to the region surrounding the epipolar lin
This is because a subject could be constantly moving hisror leerresponding to the point where the frontal face is detecte
head and there could be a small duration when the face pas€'s. By applying a pose-specific face detector on this much
with respect to a camera is favorable for identification and smaller region in the image, the cameras are able to quickly

Face recognition systems have evolved significantly into
reliable mechanism for establishing identity of indivitkian
the context of applications such as access control and cri
inal identification. But while face recognition systems &a
traditionally been applied for identification from previiu
acquired photographs and videos, it is nhow becoming inere
ingly important to apply these systems for human identifcat
in real-time. In order to support such real-time face redtogmn
systems, we have designed and implemented a camera net
based data acquisition system that collaboratively aequi
multi-view face images of a human subject. We have speci
ically considered achoke-point scenario where a network of
cameras are deployed over small critical access regiofmsasgic
entrances, lobbies, walkways etc. in public places for hum
identification. Potential applications for such a systenilde
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Fig. 2.  We classify faces into front, profile and partial peofased on the

aw angles
Fig. 1. Our experimental deployment®tameras. The cameras are deploye(y g

along an arc of radiu$0 feet with a separation df feet between the cameras . . .
along the arc as shown. The angles made by the principal dxesrerasCs For our specific experimental setting, we use a network of

and C'3 with that of cameraCy are40° and80° respectively. The cameras 3 cameras located along an arc of radigsfeet. The cameras
are deployed on tripods at a height dffeet from the ground. All cameras . .
run a frontal face detector. When a frontal face is detecte@ry camera, a are deployed on t”pOdS ata he@htbfeet from the ground

notification is broadcast to other cameras. with their principal axes parallel to the horizontal planeda
with a separation o6 feet between the cameras along the arc

extract non-frontal face images and simultaneously indegeé as shown in Fig. 1. The angles made by the principal axes
faces into the corresponding face pose. of camerasC, and C; with that of cameraC; are 40° and

Thus, we utilize the multi-view camera geometry and integ(° respectively. The relative orientations between the camer
camera communication to reduce the amount of image piehe angles between principal axes of each pair of cameras) a
cessing required for multi-view face detection. Using thie assumed to be known. We assume that a clock synchronization
are able to process an image for detecting non-frontal facgigorithm is running on the nodes but we note that the clocks
at almost the same rate as for frontal faces. At the samfany two nodes may not be in perfect synchrony. tet
time, by narrowing down the potential regions in an imageenote the maximum clock synchronization error between any
for non-frontal face detection, we significantly improvee thpair of cameras. This implies that the local clocks of any two
reliability of non-frontal face detection. Our system isg& cameras can be at mast apart.
setup, does not require camera calibration and only dependshe cameras are connected wirelessly to a base-station
on fundamental matrices of transformation between camegaere the transmitted face images are collected and may be
pairs. used for identification. Our goal is to acquire face images
B. Outline of the paper corresponding to the following poses: front, left (or right

In Section 2, we describe our multi-view face acquisitioRrefile, partial left (or partial right) profile. We use thewa
system and present effective buffer management strategie€dle (that measures the rotation of a face image along the
maintain frame synchronization between the cameras in tfg/tical axis) to define front, profile and partial profile éac
presence of network delays and unequal processing times(tjstrated in Fig. 2). We define a face image of a subject
the cameras. In Section 3, we evaluate the performancedgfluired by a camera to be frontal if the yaw angle made
our multi-view face acquisition system using experiments ¢Y the subject’s pose ranges fror80° to 30°. We define a

a3 node embedded camera network. We state related work@g€ image of a subject acquired by a camera to be partial

Section 4 and lude in Section 5. eft (partial right) profile if the yaw angle made by the the
ection 4 and conciude In Section subject’s pose ranges from30° to —60° (30° to 60°). We
Il. SYSTEM DESCRIPTION define a face image of a subject acquired by a camera to be

In this section, we describe our network service for coltabdeft (right) profile if the yaw angle made by the subject’s pos
rative multi-view face acquisition. We divide our preseista ranges from-60° to —120° (60° to 120°). We have used the
into 3 parts: (1) system model, (2) software implementatiotgrm side face to denote any non-frontal pose of the face.
and (3) buffer management for frame synchronization. B. Software implementation

A. System model The operations performed on the embedded cameras are
Our system for collaborative face acquisition consists of@ivided into the following four threads. The implementatio
network of N, cameras with overlapping views that are alhas been illustrated with a pseudo-code in Fig. 3.
focused on a critical region such as entrances to publieplac 1) Capture:: Images of the scene are captured on the
and narrow corridors or walkways. The allowable distancesmeras af' fps (frames per second) by tlapture thread.
between the cameras and the height of deployment will depdret t; = +. We program the individual cameras to capture
on the parameters of the cameras used for the system. ioages Wﬁeneverthe local clock value is a multiple ofThe
example if pan, tilt and zoom cameras are used, the cametigmstamp of frame is defined as the time of capture of frame
could be physically distant from the region and set to focusand denoted az). Also, we call frames: andy captured
on the critical region. If fixed focal length cameras with lovin two different cameras to be synchronous (k) = ¢(y).
resolution are used, they will have to be closer togethérach image acquired by tluapture thread is stored in buffer
However, we do require that the cameras are able to acquite; along with its timestamp. LgiB¢| denote the maximum
facial images that are either frontal view or side view (antl nnumber of such images that can be stored in buffey.
top view). Note that it may not be possible to capture an image at



Capture Front-face detection Message listen Side-face detectic
Sample at f fps While true { If message received while true {
—— ;
Dequeue from Bﬁ Store in Q Dequeue from Q

Enqueue each

frame in B Subtract background (o * Retreive sychronous
ff Apply front-face /\ frame from BSf
detector Perform side—face
If front face detected E— detection
broadcast notification }
else Q
queue in Bf
S
B ! Bt

ff

Fig. 3. Pseudo-code for operations on each embedded cagaetanode executesthreads: capture, frontal face detection, message ligjeand side-face
detection. The capture thread samples imageB s and queues them i, ;. The frontal face detection thread dequeues frames By and applies
frontal face detector on background subtracted imagesfdtea is detected, a notification is broadcast to other canetherwise the background subtracted
frame is stored inBsy. The message listening thread queues any incoming messag&.i The side-face detection thread dequeues messages@rom
retrieves the synchronous frame corresponding to the medsam B, ; and performs the side-face detection procedure.

=R .

precise intervals oft; time units, but we still encode the - E——
timestamp of an acquired image to be the closest multipl N —
of t; from the time of capture. Also, recall that there could
be a maximum clock synchronization error @f time units
between cameras. Due to both these reasons, images acqui
by different cameras in the network with the same timestam
may not correspond to the same global time.

2) Frontal face detection::  The frontal face detection
thread dequeues the oldest frame frddp; to detect if a
frontal face exists in the image. To detect frontal faces, Wi. 4. Using camera network geometry for side face detectithen a
first perform background subtraction on an acquired frame Bgntal face is detected on any camera, a notification is dwast to other

; - . . cémeras specifying the center of the detected face. Epigelametry is used
modeling the background based on median filtering over a £ broject this point to a corresponding epipolar line (shaes AB) in the
of frames and applying a threshold based differencing witlther cameras. The other cameras apply a pose-specifitasileietector in a
respect to this image. Next, we app|y morphological filtgrinsma" region surrounding the segment of the epipolar lirze iitersects with

. L= ] . the background subtracted image.
and connected component grouping to eliminate noise region
and estimate rectangular blobs where a face image could Beand P is given by the following equation:
present. We then apply an OpenCV implementation of the
Haar Cascade based face detector [12] in each of the estimate P,FP =0 (1)
foreground blobs. If a frontal face has been detected indéram
x, a notification messag/ (c(x),t(z), w(z)) is broadcast to
all other cameras in the system, specifying the frame ti
t(z), the location of the center of the faecér) and the width l— FP ?)
w(z) of the bounding square around the detected face. If a 200
frontal face is not detected, the background subtractediéma For our experimental setting, we compute the fundamental
is stored in buffeB,;. Let | B, ;| denote the maximum numbermatrices between each pair of cameras offline by using SIFT
of such background subtracted images that can be storeddatures for finding corresponding points, estimating ttee m

\,_'x
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The epipolar line corresponding to poif} in cameraCs
nj]sedescribed by:

buffer B,y. trices using the normalized 8-point algorithm and then gisin
3) Message listening:: When a message RANSAC [15] to remove outliers from the detected keypoints

M(c(x),t(x),w(z)) is received from another camera[14]. We provide the fundamental matrices to the cameras
the message is simply queued in buff@r with maximum before the experiments. Using the fundamental mattix
number of elements denoted hg)|. we project the pointe(z) (the centroid of the frontal face

4) Sde face detection::  The side face detection thread detected) to a corresponding epipolar line in the synchueno
retrieves messages fro@ one at a time. The timestanifx) frame y of the camera receiving the message (Fig. 4). We
in the messageV/ is used to retrieve the framg in the then determine the segment of the epipolar line that intésse
buffer B, whose timestamp(y) is equal to the time(z) with the background subtracted image retrieved flBm and
corresponding to frame. Framey is then removed from the extract a square block of siz& x W pixels around the center
buffer B, and a side-face detection procedure is run on franoé this segment, wher&/’ is set to be equal to the width of
Y. the detected frontal face image. Based on the relative @amer
We use epipolar geometry to detect the side face in tbeentations, we determine the expected pose of a side face
frame y: if two camerasC; and Cy observe the same sceneand apply the side-face detector corresponding to thecpéati
point W (X,Y, Z) and if the image point corresponding®@ pose class on the extracted square block. For our expesment
in C1 is Pi(x,y), then the image poin® (z, y) corresponding we have trained face detectors for the left partial profild an
to W in Cy must lie on the epipolar line corresponding tdeft profile faces using an OpenCV implementation of the
Py (x,y) [14]. The fundamental matrix is an algebraic repmethod described in [13]. To detect right partial profile and
resentation of this epipolar geometry. Given the fundaalentight profile faces, we apply the same detectors on the mirror
matrix F1o between cameraS; andCs, the relation between images of the block.



C. Buffer management captured intdB;y and new messages can arrivéjrbefore the
Let ¢, denote the maximum network delay incurred beearlier ones are processed. Now, if we assume that the system

tween transmission and reception of a notification messagél' always remain active (in other words, there will be a
Let t;; andt,; denote the processing times for frontal facBuman subject in the scene at all times), then even if we buffe
detection and side face detection respectively. In thiicrec frames inB;; and @, there will be noidle time to process

we analyze requirements B, ;| to ensure that synchronousthese frames. We can therefore $8% ;| = 1, and |Q| =
frames always exist in the respective bufféy; of a camera 1. Thus the frames cannot be processed at the sampling rate
when a notification message is being processed. We a@ftfl only the most recently acquired frame and most recently
analyze impact of,q, t,, s, t.; andt; on the expected received message are queueddp; and@ respectively.

number of frontal face and side face images that can beWWe now determine the size @,y required so that for any

processed. For ease of presentation, we divide our analyis&ne in which a frontal face has been detected, we can find
into the following cases. the corresponding synchronous frame . We note that

R1: tna = 0, ts = 0, ty + t;; < t; In this case both the |@| = 1 and the maximum time before which this message
side-face and frontal-face processing can be finished &efé retrieved by a camera for detecting non-frontal faces is
a new frame is sampled. Moreover the network delay.is bounded byt;; +t.;. Now from the discussion in case2,
Hence we only need to sgB;;| = 1, |B.;| = 1 and|Q| = 1. We note that the timestamp in the message that is retrieved is
The expected number of frontaN¢ ;) and non-frontal V,;) 0ld by tnq + t7s + ts. So, the required size of buffes,; is
faces that can be detected by a camera over afirieegiven determined by the following equation.
by the following equations. %t +tof + g

Bsr| > 6
T " | Byl » (6)
Tty The expected number of frontalV(;) and non-frontal
T (Ng¢) faces that can be detected by a camera over a time
NSFg} == (4) T are given by the following equations.
' f
R2:tnq > 0,ts > 0,ts5+tys <ty Inthis case also, a camera fo3 _ T (7)
can finish both frontal and side-face processing before a new try
frame is sampled. But sincg,; > 0, any message retrieved R3 T
from Q will have a timestamp that is old by at mdsf; +¢ Ngy = i (8)
(since it takes at modty; time for frontal face processing). F5 T vef
Moreover, ifty > 0 and the camera detecting the frontal face I1l. PEREORMANCE EVALUATION

lags behind any side face processing camera;hynits, then
the message retrieved fro@ could have a timestamp that is
old by at mostt,.q + t¢f + ¢s. Therefore, in order to be able
to retrieve a frame fronB,; corresponding to the timestam
of the incoming message, the condition (@ | is given by
the following equation.

In order to evaluate the performance of our data acquisition
system, we implement it on & node embedded camera net-
work (schematics shown in Fig. 1). We assemble an embedded
Pcamera using a Logitech000 camera, an Intel Atoml.6

GHz processor based motherboard from Acer and an IEEE
802.11 based wireless card. We consider one human subject
tnd +trp +ts in the scene at a time. Each subject stands at a distance of
|Bssl > T ) approximatelyl0 feet from the cameras (close to the center
f of the arc) facing any one of thg cameras. Note that, if

Note that if the camera detecting the frontal face is aheé#tk subject is facing camexd; as shown in Fig. 1, then the
of the other cameras by units and ift, > t,4 + t5f, then pose estimated by came€s and C; are right partial profile
the frame corresponding to the timestamp in the incomirad right profile respectively. We have tested the systerh wit
message will not be found in the side face processing camergs different subjects with approximatelis minutes of data
The clocks in the side-face processing cameras in this casdlected for each subject.
have not reached the clock value in the frontal face proogssi We use the NTP protocol for achieving clock synchroniza-
camera. In this case, the image with the most recent timgstation between nodes and empirically observe a synchrooizati
in By is used for performing side-face detection. Thus we seeror of 10 ms. Alternatively we could also use a completely
that the clock synchronization error between cameras saudecentralized clock synchronization protocol and receat p
the processing of side-faces to occur on frames that are agmers have demonstrated sub-millisecond accuracies [116] wi
by at mostts time units. extremely small communication costs and synchronization

The expected number of frontalV¢;) and non-frontal messages sent only once every seconds. The impact of
(Ngy) faces that can be detected by a camera over a titte clock synchronization error is that images grabbed at tw
T remain unchanged from cadel and are given by Eq. 3 cameras with the same timestamp may not correspond to the
and Eq. 4 respectively. same global time. However, we note that with an error of a
R3: t,q > 0, ts > 0, tyr >ty In this case, the frontal face few milli-seconds, a subject could not have moved much in
processing time is greater thap. The side-face processingthat time.
timet,; can be greater or smaller thap However, since each We perform our experiments in two environments: one
side-face processing camera also runs a frontal face deteawith a lot of clutter in the background (this environment is
the average time to process each message f{bim ¢;; + shown in Fig. 4) and the other one with a relatively plain
t¢s which is greater thar;. Therefore, new frames will be background. Images are sampled by each camegs dps.



@.aEEE

b
Fig. 5. Example face images detected by (gl)Jr acquisitioncerThe white rectangles indicate the bo>£ gnclosing theatied faces in each pose. (a) Images
acquired with subjects facing'2: (Top) Frontal (Middle) Left partial profile (Bottom) Righgartial profile. (b) Images acquired with subjects facifig:
(Top) Frontal (Middle) Right partial profile (Bottom) Riglprofile.

Operation Time (ms) | Time (ms) cameras and the number of side faces detected per second
(clear) (cluttered) in each camera matches the frontal face detection rate. In
Image capture and storage 2 2 a cluttered background, the number of missed detections for
Background subtraction ) 3 frontal faces are high and yields a frontal face detectide ra
Dilation > 5 of 6 faces per second and as seen in Table Il, the side face
Frontal face detection 75 102 detecting cameras are able to match this detection rate.
The number of falsely detected side-faces using our acquisi
[ Totalt [ 81 [ 109 | ion service were negligible (close €01% of the tota?l numbgr
[ Total i,/ | 15 | 15 | of side faces detected in our experiments). By selectively
TABLE | applying the side-face detector on regions corraboratettidy
PROCESSING TIMES MULTI-VIEW FACE DETECTION IN CLEAR AND frontal face detecting camera, we are able to achieve this lo
CLUTTERED BACKGROUND fa|se a|arm rate.

The maximum network delay is observed todens, but we
Thust; = 40ms. In Table I, we show the average executiofote that this only affects the size &, and not the overall
times for the different processing modules in our system. tace detection rate. We also note that the required bufferin
Table I, we show the number of frames that are processgdvery low (approximatelyl0 frames). By transmitting only
per second for detecting frontal faces and side faces. Tit@ face images, that are on avera@geby 60 pixels in size,
frontal face detector is applied on background subtracte@ are able to reduce communication bandwidth 48y
regions and sometimes even on spurious blobs detectedcempared with transmitting the entire imagé4@q by 480
the foreground. The side-face detector on the other handpigels) and by80% when compared with transmitting the
applied only on a much smaller region that is corraborate@ckground subtracted imagg)( by 200 pixels on average).
by the frontal face detecting camera. We note from Table By performing face detection and simultaneously estingatin
that the number of frames processed per second for detectifig pose, we are also able to reduce significant processieg ti
frontal and side faces conform to the rates shown in Eq. 7 agdthe fusion center for face recognition.
Eq. 8 respectively when accounting for the operating system
overhead. For instance in a clear background we observe that IV. RELATED WORK
the average value of;; = 81 ms and average value of |n [12], Viola and Jones have designed a face detector that
tss = 15 ms and accordinglyt1 frames can be processeds suitable for real-time frontal face detection [12]. Thap-
per second for detecting frontal faces ahd frames can proach utilizes the AdaBoost algorithm to identify a sequeen
be processed per second for detecting side faces in a cléfiHaar like features that indicate the presence of a face.

background. Since then other frontal face detection algorithms haverbee
developed, a survey of which is presented in [17]. Approache
|| Rates per second | Clear| Cluttered || flg)r: me_J|ti-VieW facehd_etection have gehnerally been of t\N(r)]etyf_ad_
e first approach is to estimate the pose over each sliding
Fg;)onr;t?alllf?;:epc;g;:eecstzed 1(1)3 6%5 window in an image (which may not necessarily have a face)
Side-face processed 16 5 5 and ther} applying the pose s_pecn‘lc detector [7]. When irvolv
Side-facepdetected 57 5'2 ing multiple face poses this is a hard problem and moreover
: : false estimates of a face pose will lead to incorrect detacti
TABLE II of a face. In the second approach, different view-specifie fa
DETECTION RATES OF FRONTAL AND SIDE FACES USING COLLABORATIE  detectors are applied sequentially or hierarchically tinzage
ACQUISITION SERVICE [7], [11], [18], [6]. In this paper, we have used an OpenCV

The actual number of frontal and side faces detected ct9] implementation of the frontal face detector preserited
respond to the output of the detector itself. The differen¢®2] and trained pose-specifc detectors using Haar likeifea
between frames processed and faces detected gives a medsuraon-frontal faces as described in [13]. Then, we have
of the false negatives for the respective detectors. In ar cleised the information about a detected frontal view alond wit
background, the number of frontal faces detected per seocrthtive camera orientations and the subject location teate
are almost equal to the number of frames processed pen-frontal faces in other cameras and we observe that our
second. All the frontal faces detected are notified to thermthapproach decreases overall processing time.



Multi-view camera geometry has been exploited by severahd
recent research efforts to effectively fuse informatioanir
different cameras and consequetly improve the accuradyein t
context of tasks such as object detection, behavior magchinm
action classification and reliable foreground extracti@f]]

[21], [22]. By way of contrast, in this paper we have utilized[2]
multi-view geometry to improve the computational efficignc

of the system by collaborating among the cameras in rea-tims3;
and reducing the amount of image processing required.

In the context of face recognition, multiple cameras havey
been used for tracking in an active control mode by which one
or more cameras are controlled to yield a dynamic coveraﬁg
[23], [24]. An example of such a system is the combinatio I
of a fixed camera and PTZ camera that is used for close-
up tracking of humans and subsequent identification. In oufl
approach instead of continuously tracking an individual at
close quarters to eventually get a good view that is suitfdsle [7]
recognition, we rely on redundancy offered by multiple ceane
views to opportunistically acquire a suitable face image fol®l
identification [25].

V. CONCLUSIONS g

In this paper, we presented a collaborative multi-view fage
acquisition service that can be used to support real-tire fa
recognition. Our service can detect and extract face imagfﬁ
from different poses and simultaneously identify theseepo
while maintaining a high sampling rate. We avoid complex
image processing and instead use network geometry and c&t-
munication between the cameras to reduce the processiag tip)
We are able to achieve a non-frontal face detection rate that
is almost equal to frontal face detection rate, thus higttiig 141
the advantage over multi-view face detection schemes lmaseq; 5
sequentially or hierarchically applying detectors forfetiént
poses. Our service is light-weight in terms of processiqgs]
complexity, has low buffering requirements and is appatpri
for implementation on different smart camera platforms] [26
resulting in portable and even covert deployments for hum&d
recognition. [18]

We note that while we have used face detectors based on
Haar-like features in our system, they could be replacet wi 9]
other pose-specific face detectors as well. Also, while the
specific performance numbers for processing rate are phatfol20]
and algorithm specific, the key observation is that our sgste
can be used to detect non-frontal faces at the same ratgoap
frontal faces (where the rate of processing is determined by
the algorithm and the platform). (22]

In this paper, we have used the detection of frontal face
images in a camera to guide the computation at run-time
in other cameras. Alternatively, the detection of pattesns (23
events other then frontal faces can also be used to triggef
localized image processing operation in other cameras and
improve the computational efficiency of the system. Thiggiv 24]
rise to a more generalized use of our proposed framework #or
collaboration in a camera network.

As a next step, we would like to integrate our multi-view?>!
face acquisition framework with multi-view face recogaiti
techniques and quantify the achievable recognition perfd#¢l
mance [2], [3], [4], [5]- In particular, we would like to injeate
our system with sparse encoding based recognition techsiq(e7]
[27] that are especially well-suited for distributed lighieight
implementations. We would also like to extend our system to
operate with multiple subjects in the scene at any given time

study system performance.
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