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ABSTRACT

Sensor-actuator networks are increasingly being used in distrib-
uted control of large scale systems. Often these applications are
mission-critical and are required to maintain satisfactory perfor-
mance in the presence of component failures. On the one hand,
sensor-actuator network components are becoming inexpensive
but they also tend to be unreliable, especially when deployed in
harsh or unpredictable environments. The various component
failures can manifest themselves in the form of arbitrary actua-
tor behavior in which case their effect on the underlying systems
can be severe. In this paper we focus our attention on applica-
tions of sensor networks in control of linear systems and show
how to deal with Byzantine faults of actuators. We first describe
a fault-tolerant control scheme using locally redundant actuators.
We then relax the requirement on actuators to be at the same
location and design a fault-tolerant scheme where the actuator
redundancies are further reduced as well. We demonstrate our
methodologies using a beam vibration control application as a
case study.

Keywords: Reliable Control, Byzantine Faults, Sensor-
actuator networks, Fault-tolerance, Local on-off control, Linear
systems.

1 Introduction

Fueled in part by recent advances in MEMS and communica-
tion technologies, sensor networks are increasing in popularity.

Thus far most of the applications of sensor networks have fo-
cussed on observation. Examples include habitat monitoring and
area surveillance applications where the sensors gather a variety
of information and this information is processed centrallyor in
a distributed manner. That said, it is widely believed that the
number of applications of wireless sensor networks will increase
manifold when they also perform actuation and control.

Some actuation based applications do exist currently. Actu-
ators such as sound and radio are being used to solve problems
such as localization. Mobility is another form of actuationwhich
is being applied to distributed pursuer-evader applications using
sensor networks [1]. Sensor-actuator networks are being pro-
totyped in the control of distributed parameter systems such as
flexible structures. A specific example is the vibration control of
a fairing during payload launch using embedded MEMS compo-
nents based sensor-actuator networks [2,3]. Since MEMS based
sensor-actuator devices are potentially cheap, a large number of
these devices can be embedded on flexible structures and combi-
nations of these sensors can be used to obtain the required mode
vibration information and then the output from these combina-
tions can be used to provide adequate distributed control. Similar
applications arise in the control of chemical plants and nuclear
reactors.

It is also important to note that although most of the liter-
ature on sensor networks focusses on wireless networks, many
of these control applications are better suited to wired networks.
Wired networks have higher network bandwidth and provide bet-
ter network reliability compared to wireless networks and this is
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crucial to guarantee stability and performance in control systems.
Yet the constraint in most distributed control applications is

that of mission critical stability, and despite the access to more re-
sources in wired networks this is a challenge. Distributed control
systems have applications in space missions and nuclear plants
where degradation of systems performance may even compro-
mise human safety. Hence satisfactory performance in the pres-
ence of faults is a requirement for these systems. But in our
experiences with deploying and using large sensor networks[4],
one of the key learnings has been that these networks are un-
reliable in many ways. Sensor-actuator network based control
systems typically comprise of embedded sensors and actuators,
microprocessor-based controllers (central or distributed) and an
underlying network that provides information processing ser-
vices to the controllers such as controller group synchronization,
communication, (re)parameterization, reconfiguration, etc. Each
of the above subsystems are subject to faults: there are hardware
faults and these will increase when subject to harsh and unpre-
dictable environments, there are faults in the underlying software
and middleware services such as information loss, delay andcor-
ruption, and there are configuration faults which given the scale
of these networks this will increase even more. Early experi-
ments conducted on a vibration control system of a fairing show
that the effect of faults on the stability and performance ofcon-
trol systems can be particularly severe [5]. This leads us tofocus
on fault-tolerant distributed control systems.

One of the methodologies for the design of fault-tolerant
control systems involves real-time fault detection, isolation and
control system reconfiguration [6–10]. An appropriate action is
taken after the diagnosis of the faults. Another methodology in
fault-tolerant system design is to use redundancy and voting to
achieve tolerable performance in the presence of faults. Incor-
rect data generated by faults in control software and sensorfail-
ures can be tolerated by voting based schemes which estimateor
filter the correct data by using multiple redundant inputs [11,12].

But these methods still leave the following challenges. The
hardware can be faulty causing the actuators to fail-stop and of-
fer no control or debond from their surface causing them to offer
incorrect control. The underlying fault detection serviceis it-
self vulnerable to faults in the middleware. It is sometimesnot
feasible to integrate the fault detection, diagnosis and reconfig-
uration in dynamical systems particularly when the available re-
action time is limited. In the voting based schemes, faults in
underlying middleware services can affect each of the redundant
component in the same way and then the voting fails. For exam-
ple a network error such as delay or dropping of data is likelyto
affect each redundant component. Also, the voter itself is subject
to faults [12].

Thus the faults in the hardware and underlying software ser-
vices can cause the actuator to behave in a nondeterministicand
potentially malicious manner. This suggests a Byzantine model
for the actuator faults. A Byzantine actuator can produce anar-

bitrary control input to the plant at all times. The behavioris
non-deterministic and it can even be the worst possible value at
all times. In this paper we focus on designing systems that main-
tain asymptotic stability in the presence of Byzantine actuators
that apply arbitrary control input to the plant.

Problem statement

Assuming that a bounded number of network actuators
can exhibit incorrect (and potentially arbitrary) behav-
ior, how can distributed control be designed to be prov-
ably stable?

Specifically, in this paper we describe a distributed, local,
output feedback control system and use that to design two con-
trol schemes that maintain asymptotic stability in the presence
of a given number of actuators that are Byzantine. We demon-
strate our methodologies using a beam vibration control applica-
tion [13,14] as a case study.

Related Work A control system designed to tolerate failures
in system components while maintaining closed loop system sta-
bility and performance has been defined as a reliable control
system [15]. Such systems are also called systems possessing
integrity against component failures. Redundancy is a key in-
gredient in all such reliable control systems. A basic difference
between robust control techniques and reliable control is that the
former deals with small parameter variations and system model
uncertainties while the latter handles more drastic changes in the
control system configuration. There exist several reliablecontrol
schemes [15–20] that provide stability in the presence of a set of
failed actuators and sensors that are non responsive. However,
in this paper we design control schemes that guarantee stability
in the presence of malfunctioning actuators which continuously
offer detrimental input and thereby can lead the system to insta-
bility.

Outline of the paper In Section 2 we describe the system and
fault model and provide a sufficient condition for the stability of
the system in the absence of faults. In Section 3, we first design a
reliable control scheme using redundant colocated actuators and
then design a reliable control scheme where the redundant actu-
ators are not colocated and the redundancy is further decreased.
In Section 4, we demonstrate our methodology using a beam vi-
bration control application [13,14] as a case study.

2 System and Fault Model

In this section we describe the system and fault model and derive
sufficient conditions for the asymptotic stability of the system
without faults.
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2.1 System Model

Consider a marginally stable linear time-invariant multivariable
systemSwith msensor-actuator pairs, described by the following
equations and control law.

ẋ = Ax+Bu (1)

y = Cx (2)

wherex is ann-dimensional state vector[x1,x2, · · · ,xn]
T , u is an

m-dimensional actuator vector,B is ann×m dimensional ma-
trix and the individual sensor-actuator pairs are colocated. We
assume that the system is controllable and observable from indi-
vidual locations. SinceS is marginally stable,A has eigenvalues
on the imaginary axis. Since the individual pairs of sensorsand
actuators are colocated, we have the following condition.

B = CT (3)

Starting at any state, without any control being applied thesys-
tem maintains its energy as it is marginally stable. We applythe
following local on-off output feedback control law to stabilize
the system.

ui = α×sign(yi), i = 1....m (4)

whereα is less than zero. Furtherui equals zero whenyi is zero.
Thus a correct actuator can have 3 possible control values 0,−α
andα. We choose|α|, the magnitude of the actuator force, to be
the maximum force that an actuator can apply and assume that
this is the same across all actuators.

2.2 Asymptotic Stability Without Faults

We now analyze and prove the stability properties ofS in the
absence of faults.

Theorem 2.1. If m≥ n and the matrix B is of rank n, the system
S is asymptotically stable.

Proof. We use the Lyapunov approach to prove stability. Now,
let us define functionV as

V = xTMx (5)

whereM is a symmetric, positive definiten×n matrix. The Lya-
punov derivative can then be written as

V̇ = xT(ATM +MA)x+2xTMBu (6)

SinceA is marginally stable, we can transformA to be skew sym-
metric andAT + A equals zero. ThusM can be the identity ma-
trix.

V̇ = 2xTBu (7)

Let Bi denote theith column of matrixB. For the system de-
scribed in Eq. 1, we have

V̇ = 2×α(
m

∑
i=1

(xT).(Bi)×sign(yi)) (8)

= 2×α(
m

∑
i=1

(xT).(CT
i )×sign(yi)) (9)

= 2×α(
m

∑
i=1

(yi)×sign(yi)) (10)

= 2×α(
m

∑
i=1

|(xT).(Bi)|) (11)

Note that we can use the magnitude of the dot product(xT).(Bi)
because we see from Eq. 10 that(yi)×sign(yi) is always positive.
Sincem is at least equal ton andB is of rankn, the statex can
be orthogonal to at mostn− 1 actuators. Hence the Lyapunov
derivative is strictly negative. Thus the system is asymptotically
stable.

2.3 Fault Model

We now describe the fault model acting on systemS. We start
with the definition of aByzantineactuator.

Definition A Byzantine actuatorq is one that can gen-
erate arbitrary value ofuq in the range−α to α at all
times.

We note that a Byzantine actuator behavior also captures the
case of an actuator fail-stopping (uq = 0, and an actuator debond-
ing form its surface thereby applying a fraction of the control
force(0≤ uq ≤ α). In our fault model,k out of them actuators
are Byzantine in systemS.

We will prove that the system remains asymptotically stable
even when the Byzantine actuators behave in the worst possible
way at all times. This is described below. Letuci(t) be the cor-
rect actuator value at any timet for actuatori. Let uf i(t) be the
corresponding value generated if the actuator is Byzantine. We
then have the following conditions.

W1 : uci(t) 6= 0 ⇒ uf i(t) = −uci(t) (12)

W2 : uci(t) = 0 ⇒ uf i(t) = ±α (13)
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Note: If the systemS is in equilibrium and is acted upon by
a Byzantine actuator, then the system is subject to perturbation
and the energy of the system increases. We do not consider this
case in our fault model. We are interested in maintaining the
asymptotic stability ofS in the presence of Byzantine actuators.

3 Reliable Control System Design

In this section, we design two reliable control schemes thatmain-
tain asymptotic stability of the SystemS in the presence of
Byzantine actuators.

3.1 Reliable Control System Using Redundant Colo-
cated Actuators

In this scheme we place multiple actuators at each location.Thus
the effect of each redundant actuator on the control stays the
same.

Theorem 3.1. A sufficient condition to tolerate k Byzantine ac-
tuators at each location and guarantee asymptotic stability in the
system S is to have2k+ 1 actuators at each of the m locations,
where m≥ n and the B matrix formed by the m distinct locations
is of rank n.

Proof. Since there are 2k+1 actuators at each location, the Lya-
punov derivative in Eq. 11 can be written as follows

V̇ = 2×α(
m

∑
i=1

((2k+1)×|(xT ).(Bi)|)) (14)

First of all, we see from Eq. 14 that if the actuators are not Byzan-
tine, the redundant actuators still keep the energy derivative neg-
ative. We now analyze the effect of Byzantine actuators at each
location. Without loss of generality let us consider theqth loca-
tion and assume thatk actuators at this location are Byzantine.
We consider the 2 conditionsW1 andW2, described in the fault
model.

When conditionW1 of the fault model applies, the energy
derivative term corresponding to theqth actuator location can be
written as follows.

V̇q = 2×α((k+1)×|(xT ).(Bq)|− (k)×|(xT ).(Bq)|) (15)

= 2×α(|(xT ).(Bq)|) (16)

Thus we see that the energy derivative corresponding to theqth

location still stays negative. This can similarly proved for all
locations.

Now consider conditionW2. If ucq(t) = 0, it implies that
yq(t) = 0, i.e the local output is zero. Thus the current statex(t)
is orthogonal to the vectorCq. Since the actuators are colocated,
the current statex(t) is also orthogonal to the vectorBq. Thus, the
termxT .(Bq) is equal to zero no matter what force the Byzantine
actuator applies.

Hence the systemS with 2k+ 1 actuators at each of them
locations, is asymptotically stable in the presence ofk Byzantine
actuators at each location.

Note that this scheme toleratesk Byzantine actuators per lo-
cation. If the expected reliability ratio of the actuators are known,
then we can design for the number of actuators required at each
location.

Given a reliability ratio for the actuators (greater than 0.5),
denoted asρ, we can choose ak such that the system is reliable
against Byzantine faults.

k
(2k+1)

> (1−ρ) (17)

Note However it should be pointed out that placing the re-
dundant actuators at the same location may not be feasible inall
control systems. Moreover the redundancy rapidly increases asn
increases because the actuators are replicated at each location.

We now describe a reliable control scheme where the colo-
cation of redundant actuators is not required and given thatk ac-
tuators are Byzantine we add redundant controllers to the system
as a whole thus decreasing the redundancy required.

3.2 Reliable Control System Without Using Colocated
Actuators

We first state the minimum number of actuators to be added to
the systemS which ensures that the energy derivative of Eq. 11
is less than zero at all times.

Lemma 3.2. For the energy derivative of Eq. 11 to be less than
zero at all times in the presence of k Byzantine actuators, we
require m>= 2k+n

Proof. Let the number of actuators in the system be 2k+ n−1.
The statex can be orthogonal to at mostn−1 actuators. Let all
of these be non-Byzantine actuators. Thus the energy derivative
terms corresponding to these actuators is zero. There are 2k actu-
ators left. Without loss of generality assume that in the presence
of any k Byzantine actuators belonging to set of 2k actuators,
the energy derivative is less than zero. Then for the same state
x, if the remaining set of actuators had been Byzantine the en-
ergy derivative would be greater than zero. Thus we need at least
2k+nactuators for the energy derivative of Eq. 11 to be less than
zero at all times in the presence ofk Byzantine actuators.

However, finding an actuator configuration that satisfies
such a lower bound for anyk andn is a complex problem. We
now focus our attention on second order systems, i.en = 2 and
show that 3k+ 1 is an upper bound on the number of actuators
needed.
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Definition An m-uniform configurationof the sys-
tem is the actuator configuration of the system in which
each of themcolumns of theB matrix has the same am-
plitude and are uniformly distributed in the state space
of n dimensions such that the column vectors ofB are
pairwise equi-angular and the angle between consecu-
tive pairs of vectors is equal toπm.

A second order system with 4-uniform and 7-uniform con-
figuration is depicted in Fig. 1. For simplicity, Letα be equal
to 1. Thus given the actuator locations, each actuator vector can
either be equal or opposite to the direction shown dependingon
the current state of the system.

(b)  7−uniform configuration
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Figure 1. 4-uniform and 7-uniform configurations for the
second-degree system

Let a unit state vectorxθ form an angleθ with the vertical
axis as shown in the figure. When an actuator is behaving cor-
rectly, the actuator vector would be such that its dot product with
the state vector is less than or equal to zero. This is becausethe
system is observable from each location and each actuator ap-
plies control in a direction opposite to that of the local output.
The inner product would be equal to zero when the actuator vec-
tor is orthogonal to the current state.

Thus, the 4-uniform configuration shown in Fig. 1(a) is the
proper actuator configuration whenθ is between 0◦ and 45◦. In
this configuration, the four normal actuatorsU1, · · · ,U4 keep the
energy derivative negative whenθ lies anywhere between 0◦ and
45◦. Note that the dot product of the state vector with each actu-
ator vector is less than or equal to zero. Ifθ is between 45◦ and
90◦, the first actuator changes its direction so thatŪ1 is the new
actuator vector. Thus the whole configuration is rotated by 45◦ in
the clockwise direction. Thus in anm−uni f ormconfiguration,
if all the actuators are correct, then the actuator vectors remain
pairwise equi-angular at all times.

Therefore while showing that a particularm−uni f ormcon-
figuration is sufficient to guarantee asymptotic stability in the
presence of Byzantine faults, it is enough to consider the case that
the unit state vectorxθ is located in thebasic range[0.0◦,45.0◦].

In general, the basic range ofm-uniform configuration system is
[0.0, π

m]. Also note that it is enough to consider unit state vectors
because all the actuator vectors are of same magnitude and the
total dot product depends only on the angle.

Definition In an m-uniform system of second-
degree(m = 3k + 1), let S(k,θ) denote the set ofk
Byzantine faulty actuators such that, for a unit state
vectorxθ, the corresponding energy derivative becomes
maximized among all possiblek subsets of actuators.
Let ED(k,θ) be the corresponding energy derivative.

For example, in the 4-uniform configuration of the system,
S(1,0◦) andS(1,45◦) are{U2} and{U3}, respectively.

ED(1,0◦) = x0θ · (U1−U2 +U3 +U4)

= (cos135◦−cos180◦ +cos235◦)

= −0.4142

Likewise,ED(1,45◦) turns out to be equal to−0.4142. Thus, in
the boundary angles of the basic range[0.0◦,45.0◦], the system
is asymptotically stable due to the negative values ofED(1,0◦)
andED(1,45◦).

It is seen that for any m-uniform configuration, when the
state vector is at the boundary of the basic range, one of the actu-
ator vectors is orthogonal to the state vector and offers no control.
Thus if ED(k,0◦) andED(k, π

m) are both negative, the system is
asymptotically stable in the presence ofk Byzantine faults. We
now write down the expressions forED(k,0◦) andED(k, π

m) in
any m-uniform configuration.

φ = π/m= π/(3k+1) (18)

ED(k,φ) =
k

∑
i=1

cos(
π
2

+ i ·φ)−
2k

∑
i=k+1

cos(
π
2

+ i ·φ)+
3k+1

∑
i=2k+1

cos(
π
2

+ i ·φ)

ED(k,0) =
k−1

∑
i=0

cos(
π
2

+ i ·φ)−
2k−1

∑
i=k

cos(
π
2

+ i ·φ)+
3k

∑
i=2k

cos(
π
2

+ i ·φ)

ED(k) = min(ED(k,0),ED(k.φ)) (19)

Upon numerical analysis ofED(k) for a large spectrum of
values fork from 1 to 1000, it turns out to be that all values
of ED(k) are negative as shown in the figure below. Thus an
m-uniform configuration of actuators is sufficient to guarantee
asymptotic stability of a second order system in the presence of
k Byzantine actuators whenm= 3k+1.

Remark Note that the case ofn = 2 andk = 1, where we
need 4 actuators to guarantee asymptotic stability satisfies the
lower bound 2k+n. Further, an upper bound on the redundancy
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Figure 2. The maximum energy derivativeED(k) in m-
uniform configuration system

required to toleratek faults for higher dimension systems can be
found in a related technical report [21].

4 Application to Beam Vibration Control System

We now apply our reliable control system designs on a local out-
put feedback control scheme to a beam vibration control system.
Given is a uniform beam of unit length, unit mass, and unit stiff-
ness factor, that is restricted by pins at both ends and subjected
to an initial disturbance. The beam has no dampening factor so
that it may vibrate endlessly. The beam has colocated velocity
sensors and actuators to reduce the vibration. For simplicity, we
consider two fundamental modes of vibration.

The two fundamental vibration modes, denoted asM1 and
M2, are derived [22] as follows:

M1 : 1.4142sinπz, λ1 = ω2
1 = 97.41 (20)

M2 : 1.4142sin2πz, λ2 = ω2
2 = 1558.55 (21)

wherez∈ [0.0,1.0] denotes the position in the beam spatial
axis andλi and ωi , i = 1,2, represent the eigenvalues and the
frequencies ofi-th modes, respectively.

Since each mode is governed by a second-degree differen-
tial equation, the state vector for the system contains fourvari-
ablesx = [x1,x2,x3,x4]

T . x1(x2) andx3(x4) denote the vertical
displacement and velocity of first (second) vibration mode,re-
spectively. Then, the system matrixA in Eq. 1 is denoted as

A =









0 0 1 0
0 0 0 1

−97.41 0 0 0
0 −1558.55 0 0









Note that we use a velocity feedback control. So the control input
does not have any effect on the statesx1 andx2. The actuation

is used to control the velocity statesx3 andx4. We will assume
that the beam cannot be deformed permanently. Thus when the
velocity of the beam comes to zero, the displacement is also zero.
Thus in this specific example although the number of states is4,
the control affects only the 2 velocity states.

We first show that using 2 sensor-actuator pairs that form a
B matrix of rank 2, we can asymptotically stabilize the system.
We choose the followingB matrix.

B =









0 0
0 0
1 1.4142

1.3066 1









The Fig. 3(a) shows the energy of the system staring from an
arbitrray initial state going down to zero in the absence of faults.
The energy of the system at timet is calculated asxT(t)×X(t),
wherex(t) is the state of the system.
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(a) Energy of the system with 1 ac-
tuator at each location, no faults
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(b) Energy of the system with 3 ac-
tuators at each location of which 1
is Byzantine

Figure 3. Energy of the Beam Vibration System - 2 Actuator Locations

We now show that 1 Byzantine actuator at each location can
be tolerated and asymptotic stability can be maintained by having
3 actuators at each location. The Fig. 3(b)shows the energy of the
system staring from an arbitrray initial state when one actuator
at each location is Byzantine.

We now show that whenk = 1, we can asymptotically stabi-
lize the system using 4 actuators that are distributed according to
the 4−uni f ormconfiguration. We choose 4 pairs of colocated
sensors and actuators such that the columns ofB matrix have
equal magnitude and successive column vectors are seperated by
an angleπ

4 .

B =









0 0 0 0
0 0 0 0

−0.5754 0.1715 0.8179 0.9852
−0.8179−0.9852 0.5754 0.1714









(22)

The following graphs show the states of the 4− uni f orm
configuration system staying asymptotically stable in the pres-
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ence of no actuator faults and one actuator failing.
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(a) Energy of the 4-uniform configura-
tion - No Faults
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(b) Energy of the 4-uniform configura-
tion - 1 Byzantine Actuator

Figure 4. Energy of the 4-Uniform Configuration Beam Vibration Sys-
tem

5 Conclusions and Future Work

In this paper we designed two reliable control schemes usinga
local output feedback control system that maintain asymptotic
stability in the presence of Byzantine actuators that continuously
generate erroneous control inputs. The first scheme was designed
using redundant actuators that were colocated. However, itmay
not be feasible to collocate actuators in all systems. The sec-
ond scheme does not require the actuators to be colocated. The
other advantage with the second scheme is that the required re-
dundancy is reduced. ut in this scheme the restrictions in the
choice of actuator locations increased. The design of the system
becomes more complex when the number of state dimensions
of the system increases. (Upper bounds for tolerating Byzan-
tine faults in higher dimension systems can be found in a related
Technical report [21]). We gave an application of both the control
schemes in stabilizing a beam subjected to an initial perturbation.

We plan to extend our results on tolerating faulty actuators
to systems that use centralized and decentralized state feedback.
An interesting topic for future study is also to design reliable con-
trol schemes based on adaptive control laws using state feedback.
Extending some heuristic studies in this area [23] to sufficient
conditions is a subject of ongoing work.
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