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Abstract—In this paper, we focus on a control based surveillance about all objects is infeasible using a wireless sensor arétw
application using a wireless sensor network in which infornation  we first determine sufficient conditions on the error, lajenc
{Bog’vtehrfn;‘;twﬂ';‘;d?t”;egrfg %?t"éfé¥eglg3§d2r@?2"g "T‘gf”et 'r%a?gn and rate of information about the evader being tracked in
We exploit d?stance sensitivity as a locality concept ingddagn?ng prder .to_sat|.sfyeventualcqtch. We S.hOW thaeve_ntualcatch
a scalable pursuit control system. Specifically, we show tha is satisfied if the error in the estimate of distance to the
eventual pursuit is satisfied if information about an evaderis evader decreases linearly with distance between pursuker an
available to the pursuing agent with error, latency and frequency the evader, if the rate at which this information is supplied
that decrease linearly with distance from the evader. Thenwe g5 the evader decreases linearly with distance and if the
?he:t'%gt?sefbwt%rgsaelgd?gttggzfgé,?;{'i\\’,ﬁ;}ngrg’ggﬁ%g?ts of the ystem st_aleness in the information supplied decr_easgs lineaitly w
distance, where the constants of proportionality depend on
l. INTRODUCTION the relative speeds of the pursuer and the evadgr. (Ve

) ) ] capture the requirements on latency, rate and error imposed
In this paper we describe a control based surveillance afy; the application on the network as three different network
plication in which information from the network is used toapstractions namely distance sensitive -latency, -ratk -an
actively guide a mobile agent leading to eventual pursui [Lerror respectively. In order to implement these abstrastio
[3]. Specifically, we consider a distributed tracking apation \ve design a middleware service that periodically delivaes t
where one or more pursuer agents are requireev@ntually global snapshot of the system to all nodes in the network
catch one or more evaders in a large region. An underlyighere the snapshots satisfy the requitistance sensitivity
sensor network is deployed in the region to detect and tfzek foroperties. §) We complete our co-design by showing how
pursuers and evaders in the network. The tracking apmmatlsystem performance can be maximized by adapting the net-

executes on the pursuer object and uses the sensor networgdgk snapshot service to changing application requirement
get the desired information about the evader objects.

Designing pursuit control applications using a sensor agkw bursutt control

is a challenging task because the target track informatig © ©.° ©© © ©© application

has to be acquired and communicated over multiple hops ¢© © © 000 7N

an unreliable wireless medium prone to collision and fadinjo o o0 0 ™0 0 oo sensor Network abstraction
effects. Therefore information can be error-prone, carehay o o o 6 0 6% o|% tvader Distance sensitivity
unpredictable delays or even be lost. To address this ¢cttgle |6 o 6 6 © 0 0 o, pyaer .

we adopt a co-design approach in which the applicatio W”e'es“e;“”

strategy for pursuit control is designed hand-in-hand wign 2 2 © © © © 9 © petwer

network protocols resulting in guaranteed system perfocea @) ®)
Such a co-design is needed because there exists a tension
between the application requirements and what the netwail. 1. (a) The objective of the pursuit control system is tiee pursuer
can supply. In case of the eventual pursuit applicationhéf t object tocatchone or more evader objects in the system using information
pursuer agents have perfect information about the entire ngo‘."de" by a multi-hop wireless sensor network. (b) Sudfiticonditions

. N or information delivery by the wireless sensor network determined that
Work 'nStantaneo_US|y’ d_eS|9mn9 the co_ntrol strategy bElE) satisfy pursuit control requirements. These conditiors r@presented by a
simple. However imposing such a requirement on the wirelegswork abstraction, namely distance sensitivity.
network will result in a lot of contention and therefore end , , )
up decreasing the overall system performance. Therefoee, Related work: The mathematical theory of differential games
application needs to identify weaker network requirement@S been applied to pursuit-evasion games and have been
that still result in provable convergence properties. Ehe§xtensively studied over the past several decades [4]-[8],
conditions impose a specification for the network layer ia@rting with a seminal work by Issac [9]. In these papers,
terms of network abstractions and these abstractions h&Wsuit-evasion games have been modeled as continuoes stat
to be implemented using appropriate middleware servicé€rfect information systems in which the global state of the
In this paper we follow this co-design approach for th8ame is available to the players with no delays. By way of

eventual pursuit tracking application and make the folhgyvi Contrast, in this paper we study pursuit control in a network
contributions. with communication constraints. We characterize the albw

error in the knowledge of evader state at the pursuers as a
function of distance between the pursuer and the evader and
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time-to-capture of all evaders. Sensor network measuremeinformation in a timely and reliable manner for pursuit coht

are assumed to be fused at local stations to produce tracld guaranteed convergence, which is the focus of this paper
information. Evader assignment and pursuer control gfyateDetection and association services can be implemented in a
are calculated at the base station and then communicated todentralized [1] or distributed [14] fashion; the latter apgch
pursuer agents. However network effects such as latency amolild suit integration with the distributed pursuit cortro
loss in communicating this information to the pursuer agenstrategy that we discuss in this paper.

are not considered. System dynamics: Let the pursuer and evader speeds be
Cao et al [2] have characterized the conditions on networkonstant, denoted by, andv, respectively. LetX,,(¢) denote
latency and information update periods required to achégve the location[z,(t), y,(t)]7 of a pursuer at any time. Let
optimal tracking by modeling the application as a differaint «,(¢) denote the control action executed by a pursuer at time
game and obtaining Nash equilibrium conditions for pursuerthat dictates the direction of motion at tintg(since speed
objects tocatchevaders as far away from an asset as possibig.constant). Thus, we have

In this paper, apart from latency and update periods, we also X, () = uy(t) (1)
take into account the impact of error or loss in resolution of p\Yw = T

the information on pursuit control. Similarly let X.(t) denote the locationz. (), y.(t)] of a
There has been a lot of interest in Graph Laplacian basgdrsuer at any time. Let y,(¢) denote the state of the evader
techniques for distributed estimation and tracking usewgssr that is supplied to the pursuer at timeby the underlying
networks [12] by designing consensus filters. A significasensor network service. In our model, these updates are
difference in our model for tracking objects is that we dprovided only at certain instants of time and {&%,} denote

not seek consensus - the pursuer objects do not wait fothe set of times when a new update is available to a pursuer.
synchronized, unique global state. Each pursuer receiveg\taall times that an update is available, note thatprovides
global snapshot of the system in which the staleness (aamd estimate of the evader’s location at that time because the
error) in the state of each node is different. Yet we obtaimetwork delivers the state with certain latency and errdr. A
sufficient conditions for the tracking application to metst i other times,y, reflects the evader’s location at the last time

requirements. that an update was available. Thus, we have,
Communicating periodic global state snapshots is a well yp(tr) = Xe(tr) (Ve € {T})  (2)
studied problem in distributed systems [13] and consistenc

timeliness and reliability have been the main design censid yp(t;) = Xe(tjf) (Vt; ¢ {Tx})  (3)

erations in those studies. But efficiency becomes essential
when considering periodic snapshots for resource constlai In Eq. 3,¢;_, corresponds to the largest timestamp, less than
wireless sensor networks. To the best of our knowledge equal tot;, that belongs tq7%}.

algorithms for delivering periodic snapshots across ales® The pursuit control strategyuf(t)) is simply to move along
sensor network with distance sensitivity properties hase g straight line towards the most recent available locatibn o
been studied before. the evader with a speed,. At all times ¢, € {7}, the

Outline of the paper: In Section 2, we derive the SUfﬁCientpursuer Changes its trajectory towar‘ds(tk) and at other

conditions for successful pursuit (that result in eventzath) times continues on the straight line towards the previous
and translate these to network abstractions. In Sectione3, Wtimate. Lek P—>Q ~ denote the unit vector in the direction

describe a snapshot service for wireless sensor netwoaks ., point P to pointQ. Thus, we have:
implements these network abstractions and show how the

shapshot service can be adapted to pursuit control require- -~
ments. We conclude in Section 4. up(te) = vp(< Xp(te), Xe(te) >)  (Vtx €{T3}) (4)

Il. PURSUIT CONTROL DESIGN _—

Application model: One or more pursuer objects are required up(ty) = vp(< Xp(t), Xe(tj=) >) (Vi € {Ti:})  (9)

to eventuallycatch all evader objects spread over a bounde@t d,. () denote the distance between the pursuer and evader
region. The pursuer objects are assisted by a wireless rsengaimet. Let§(¢) denote the staleness in the state stipplied
network that provides the state (location) of evader objét to p at timet. Let I(¢) denote the maximum interval after time

the pursuer objects. We assume that every pursuer is adsignat which location ofe can be provided tp. Let o = 22,
to track at most one evader at a time. The pursuit controlighereqa > 1. ve

resides in each pursuer object and uses the evader Iocati%n ,
provided by the sensor network to converge on the evadef@eorem Il.1. Evadere will be eventually caught by pursuer

location. In our analysis, we consider the case where ohédl there exists constari > 2t and timeT, such that the
pursuerp has been assigned to an evaegland this assignment following conditions hold at alt > T5,:

holds until the evader is caught. Note that an eventual catgh : | X, (t) — Xe(t)l < dpe_k(t)

in this scenario is sufficient to show that all evaders will bg dype(t) ot bl

eventually caught. Acatchis said to occur when when the 2 6(t) <( Ve (1= 555)

distanced,. between a pursugrand an evader assigned to G3: I(t) < dpe(t)(’z“)

p is smaller than a constant r

We assume the existence of a reliable object detection androof:
association service that assigns a unique identifier toyeveTonsider timet > T,, such thatt € {T}}. If the maximum
object in the network. The problem of detecting objects igrror in the location of the evader is denoted %s (where

the network and uniquely associating them with previougnditions onk are yet to be derived), the actual locatiah
detections is orthogonal to the problem of supplying this




of evadere at timet is within a ball of radiusdPCT(t) around
Xc(t). Therefore, the maximum distance betwe¥p(t) and
X.(t) is bounded by the following inequality.

bt 6)

dist(X,(t), Xe(t)) < dpe(t)( 2

At time ¢, the action of the pursuer is to move towards
X.(t). Let us assume that next information about the eva

is available top only after reachingXeA(t). It follows using

Eq. 6 that this interval (t)) is equal to the maximum time

taken to travel fromX,(¢) to X.(t)
following inequality.
kE+1

1(0) < de0)

) (@)

%

pursuit control stated in Theorem II.1.

A. Distance sensitive snapshots

Definition I11.1 (SnapshotsV). A snapshofS” : V — R x R
of a set of node¥” is a mapping from each nodec V to a
state value X € i) and a timestampt(c ®) associated with
that state value.

t X;(SV) denote the state of node € V in snapshot
and let¢;(SV) denote the timestamp of the state of

nodei € V in snapshotSY. A consistent snapshot [13] is

one where the timestamps associated with the state of each

and is bounded by the 54e in the network are the same. In order to be feasible to

implement in a resource constrained wireless sensor nketwor
we relax the consistency requirement for a snapstioalong
the dimensions of latency, error and periodicity of delver
Let 7 denote the current time. Lel(7, j) denote the distance

Note that there is a stalenessdgf) in the information about petween nodes andj in the network.

the evader available at timeAdditionally, a timel(¢) is taken

to travel towards the estimated location. During these gim

the evader can change its location with a speed.ofUsing
Eq. 7, we have the following inequality.

k+1 dpe(t)
kvp ) + T + ’Ueé(t) (8)

In order for eventual catch, we require thak(t + I(t)) <
dye(t). Using this, we get the following inequality.

dpe(t) a+k+1
o(t) < (pv—e)(l - ) 9)
Note that ford(¢) > 0, we require thatv+ £+ 1 > ka. Using
this we get the following equation:
a+1
a—1
Thus, we have shown that conditiodsl, G2 and G3 of

dpe(t + 1(t)) < vedpe(t)(

k>

(10)

éDefinition [l1.2 (Snapshots with distance sensitive latency)

A snapshotSY received by a nodg has distance sensitive
latencyif v;(SY) = O(d(i,5)) Vi:i€ V, wherey;(SV) is
the staleness of the state of nodim snapshotsV.

Definition II1.3 (Snapshots with distance sensitive errok)
snapshotSY received by a nodg hasdistance sensitive error
if e;(SY) = O(d(i,7)) Vi:i € V, where ¢(SV)) is the
error of the state of nodé in snapshots" .

Definition Ill.4 (Snapshots with distance sensitive raté)
node; receives a snapshat" with distance sensitive rai¢
¢ =0(d(i,7)) Vi:ieV where¢; is the rate at which state
of node: is updated in the snapshét” is received by;.

Note that the concept of distance sensitive rate is orthaigon
to that of distance sensitive latency. In the latter stederia
the state received decreases with distance but fresh iatam
arrives at the same rate at all nodes, where as in the forneer, t
state of nearby nodes is reported more often than farthessiod

Theorem 1.1 and Eqg. 10 are sufficient for the distancgsyr reasons of exposition, in this paper we present a version
between pursuer and evader to monotonically decreasef@t egCthe algorithm (hereby referred to @S9 that provides
successive time instant belonging to §&} } and to eventually snapshots which are distance sensitive in latency and, error

reache. [ |

and then updates these snapshots at the highest rate for all

Lemma I1.2. Let D, denote the initial distance between thé1odes. We note that, in order to meet the requirements of

pursuer and evader at timg : ¢, € {T}}. If conditions for

the pursuit control application, it would have been suffitie

eventualatchspecified in Theorem I1.1 are satisfied, then thi progressively decrease the update rates at larger déstan
time, 7., required by a pursuer to eventually catch an evadgrhe refinement to DSS that adds distance sensitivity in rate

is bounded by the following inequality.

Dok +1 D
7—<0(+) 0

< lown () (11)

can be found in [15].
B. Network model

We consider a sensor network consisting f nodes that
induce a connected network where each node can commu-

Proof: Let 6 denote the ratio of distance between pursugiicate ati¥’ bits per second. The nodes may have an irregular
and evader in two successive time instants that belong to §gh’]municati0n range and may be arbitrar"y dep|oyed in a

{T}}. Using Eq. 8 and Eqg. 9, we have:

o dpe(t) 1
T 3 g == = s )

akv,

bounded region. Nodes are assumed to know their geographic
location and assumed to be synchronized in time.

DSSdepends on an underlying hierarchical partitioning of the
nodes into clusters of increasing sizes and the implemnientat

Recall that acatchis said to occur when when the distancgf a tree data structure for routing on those clusters. We

between pursuer and evader reduces td:encelogg(%) such
update intervals will be needed to redugg to ¢. Noting from

Eq. 7 thatl(t) < %:1), we get Eq. 11. [ |

IIl. DISTANCE SENSITIVE SNAPSHOT SERVICE

partition the network into a hierarchical one with a number
of levels L., = O(log(N)) with the clusters at leved
representing the individual nodes in the network. In order
to provide this clustering, we use a clustering senkt®©C
[16]. The algorithm starts by first creatingldevel clustering

In this section, we design a network middleware service thidi6] which is then iterated with clusterheads at each newllev
can be used for supplying information about evader objegtssulting in a hierarchical clustering [17]. The algoritHor
to pursuer objects while meeting the sufficient conditioms f clustering is distributed, local and finishes@{1) time. More



specifically, the properties provided by the clusteringrzieer In this caseFLOC does not yield clusters of the same size any
are listed below. more. Instead there is a minimum and maximum size for each
cluster as indicated by propertié® and C3. Moreover, the
distances stated in properti€d — C5 are now hop distance
(as radio ranges may be non-uniform and nodes are not equi-
distant) and not necessarily geometric distance.

Let j.L denote the highest level for whichis clusterhead.
Let 7 denote the clusterhead for nogeat level r. Thus
R = j(¥r : 0 < r < jL). Let {N]} denote the set of
neighbors for nodg at level ». Note that by propertyC5,
there are at most;, neighbors at each level for each node
in the network. We implement virtual trees on the clusters at
each level. Letree(r, j) denote a levetl tree formed withj
as root and spanning all nodes in the levalluster of; and
all level r clusters that are its neighbors. Lgtn(r, y) denote
@ (®) j’s parent towards roaf on tree(r, y). Let j.out(r,y) denote
Fig. 2. (a) Hierarchical clustering for a regular grid netkwoAll clusters  the set ofj’s descendants otvee(r,y). Let M(r,j) denote

at a given level are of same size (given by property). (b) Hierarchical .
clustering in a network wittholes non-uniform density and irregular com- the levelr Ssummary CompUted by a levelclusterhead.

munication range. All clusters at a given level have a miminsize (given by . Algorithm for distance sensitive snapshots
C2), but nodes beyond that minimum distance and up to a maximstande

(specified byC3) from the clusterhead can belong to the same cluster in ordé¥le present the algorithm for distance sensitive snapshpots b
to be locally self-stabilizing. Level clusterheadd and its7 neighboring level first describing three building blocks f@SS (1) aggregation,

1 clusterheads are shown. (2) scheduling and3) storage. We then use these building
Dlpcks to present the actions executed at each node.

C2 : All nodes within distancé"~! from a levelr clusterhead 1) Aggregation: In th|$ subsectlon, we descr_|be how the
2 location of objects being tracked is encoded in the state of

belong to that cluster. [ , - e

i , i individual nodes in the network and how this information is
C3 : The maximum distance of a node from its level agqregated at higher levels in the hierarchy. kedenote the
clusterhead '?’ - L number of objects in the network, numbered fram., n..
C4 : There exists _a_path from each cluste(head to all nodes/Ag objecte is said to reside at nodeif object ¢ is closest
that cluster containing only nodes belonging to that cluste {q nodei compared to all other nodes in the network and
C5 : At all levelsr : 1 < r < L. there is at least node: is then responsible for encoding the location eof
one and at mosty, neighboring levelr clusters for each Accordingly, the area over which the network is deployed
level r clusterhead and there exists a path between any tigodivided into Voronoi cells with each node responsible for
neighboring clusterheads. encoding the location of objects within its own cell. L&t

We note that such a clustering can tolerate the addition af@note the Voronoi cell corresponding to nodeEach node
deletion of nodes in the network i(1) time and in docally ¢ then divides¥; into g equi-sized regions. If an objeet
self-stabilizingmanner by which the changes to the clusterinées Within ¥;, then nodei marks the location ot as one
are contained within a constant distance from the location @f the g regions and[log2(g)] bits are used to encode the
the added or deleted node and do not propagate network-wi@eation. Thus, the state of each nodé the network at a
causing a global reassignment of clusters and clusterhemdsdiven time consists oflogz(g)| bits per object in the network
order to maintain the local self-stabilizing propertiestire and contains the location of an object if the object resides a
presence of node additions and deletions, it is shown in [16}A total of m = n([log2(g)]) bits are allocated to represent
that we cannot impose a requirement on cluster sizes at gifef state of each node at any instant. The number of regions
level to be exactly the same. A factor dfin the allowable (9) used to represent the location of an object within a cluster
cluster size is necessary to ensure that any changes irotgpolcorresponds to the granularity of an object's location imith
are resolved in a local manner. This is reflected in prope&dUSter- For instance, ij = 1, then only the presence or
C3 of the clustering service. Thus all nodes within distanc@sence of each object within a cluster will be known by this
1 from a levelr clusterhead are required to belong to th&tncoding strategy, but the error in the location of the dbjec

cluster but the maximum distance of a node from its level Provided by a level clusterhead will be equal to the maximum
clusterhead can b& — 1. radius of a level clusterhead as the object can be anywhere

By default, the distances stated in properties— C5 denote in the cluster.

communication hop distances. In Fig. 2(a), we show oM higher levels in the hierarchy, a clusterheget each level
example of the clustering for the scenario where the netwdik 0 < 7 < Lma is responsible for aggregating the location
contains uniformly spaced nodes with equal communicatiéh all objects that lie within the area enclosed by the Voiono
range and separated by a one hop communication range (wiigs of all level0 nodes in its cluster at level, and we
we hereby refer to as a regular grid network). In this scenar@denote this area ad, ;. To perform this aggregation, each
all clusters belonging to the same level are of the same sigdisterhead divides A, ; into the same number of regiops
each cluster at a given level has exadlyeighbors at that The aggregation function at a levelclusterhead then maps
level, and the distances in properti€d — C5 reduce to the location of an object from one of thgg regions provided
geometric distances. In Fig. 2(b), we show an example of tR¥ themn, neighboring level —1 clusterheads into one of the
clustering within a single level when the network radio raigy 9 regions of the levet cluster.

irregular and may contain regions of higher and lower dgnsitet M. (r, j) denote the location of an objeetin a level r

o ° e | ® °

oo o™ Level 2 node

[ Level 1 node

[ Level 3 node

Level 0 node

C1 : A unigue node is designated as clusterhead at each le



for each y such thay € {N;fl} Actions for node j : j.L > 0
for each object e such thaf. (r — 1,y) #L In slot 0 of each round:
Me(r,j) = Arj < Mc(r — 1,y) vr:1<r<jL A
end for Compute:M (r, j) using AF
end for Send: M (r, j) — j.out(r, j)
for each object e such that/. (r — 1, 5) #L Vo,y:j € tree(z,y)
Mec(r,j) = Arj QMc(r —1,7) ) Send:M_(z.,y) — j.out(z,y)
end for Actions for node j : j.L =0
In each transmission slot fgr determined by the scheduling block:
Fig. 3. Aggregation functio®dF’ to computeM (r, j) at nodej : j.L > 0. Y,y :j € tree(z,y)

Send: M (z,y) — j.out(z,y)
Receive Actions at nodej

\ 1 / Upon receivingM (z, y) from node:
!\ T /9 '\ / Store M (z, y) if i = j.in(x,y)

k%gﬂ. —e @ o— @

of each transmission slot.
VN LT TN

3) Local storage: The snapshot received by a noflat the

(a) Phase 0 (b) Phase 1 (c) Phase 2 end of each round consists 81 (x, y) received by nodg in
that round for each, y such thatj € tree(x,y). Each node

Fig. 4. Transmission in each round is divided into 3 phasethé\end of each Stores only the most recent snapshot. Thus each jisdecal

round, information is exchanged between neighboring lév@lsterheads. (a) storage contains the following summaries:

Phase 0 corresponds to slot 0. Nodes with > 0 compute the summaries

of clusters for which they are leaders and transmit thesesoehdants on the M(a:, hf) (Va: 0< < Lmam)

respective trees. They also forward information receivedrevious round on R M(:C y> (V:C R (0 <r<lL ) A (y c N””))
trees that they belong to but are not the root, and forwasdittiormation to ’ ’ - = Tma J

descendants on the respective trees. (b) In phasdelevel 0 nodes take turns 4) Actions at each node: In this subsection, we describe
to transmit information heard in phadeto descendants on all trees that theythe actions executing at each node. These actions are stated

belong to. This results in information propagating outvgaftbm the level . . L
1 cluster that they belong to. (c) In phageall level 0 nodes take turns to in Fig. 5. In slot 0 of each round nodes Wltb'L >0

transmit information heard in phaseto descendants on all trees that theycOMpute the aggregat¥ (r, j) for each level that they are
belong to. This results in information coming inwards toithiespective level a clusterhead of based on the level 1 aggregate received in

1 clusterheads. the previous round, using the aggregation function desdrib

_ ] ) _ previously. The computed aggregate at each leved then
summaryM (r, j) computed by nodg. Let M.(r,j) =L if ¢ transmitted to the descendants on the respective treedroote
does not lie withinA,. ;. Note that)M.(r,j) will correspond gt ; je., j.out(r, ). In addition, for eachtree(z,y) that j
to one ofg regions withinA,.; if M.(r, j) #L. Now consider pejongs to but is not a root ofi/(z,y) heard in previous
aread, 1, corresponding to a clusterhe@at levelr+1 such  round from j.in(z,y) is transmitted toj.out(z,y). In their
thatA, ; C A1 k. Let A,y <Mc(r, j), denote one of the  yespective phase and phase slots, nodes at level simply

regions withinA,,, ;. that contains the centroid of the regionyansmita/(z, ) as heard in the previous phase of that round
M,(r, j). In Fig. 3, we state the aggegation functidi’, that from j.in(x.y) to j.out(z, y).

computes the next higher level aggregafr, j) using the
summariesV (r — 1, y) computed by the level— 1 neighbors

o

3
.(-
1

N

- Fig. 5. Actions at each node iSS for distance sensitive snapshots.

N
Y
b.l

Thus, aggregates computed at each level are transmitted out
wards to descendants along a tree. This is sufficient forel lev

of nodej, and the levelr — 1 summaryM (r — 1, 5) that is
computed by nodg itself. We note that at higher levels of! node to compute aggregates from lewell nodes, because a
' ree at level—1 extends up to all leveél nodes in neighboring

the hierarchy, information is aggregated into the same ranmtt?vel » — 1 clusters. And one of the neighboring level- 1

of bits m, and error in the location of an object being tracke ode is a level node. Thus, when a computed aggregate by
increases (proportional to the maximum size of a clustes). any node is being diéperse’d to nodes in its own cluster and
now state the following proposition. . : S : . .

the neighboring clusters, it is also being séntto a higher
Proposition Ill.1. The error in the state of a nodein a level level node to compute an aggregate.
r summary corresponds to the maximum error in encoding tBe Analvsis
location of any object residing atin a levelr summary and ~- ysi
is bounded byO(3"). Theorem IIl.1. In DSS, the staleness in the state of a node

o ¢ in the snapshot delivered at nodeis O(d) whered =
2) Schedule: We schedule the nodes to transmit in roundg; s (;, ;)

A round is defined as a unit of time in which information

is exchanged between a levelclusterhead and all of itg, Proof: Consider a node at level To compute a summary
neighboring levell clusterheads. Each round is divided intat levelr, level r — 1 summaries are needed. The maximum
multiple slots in3 phases (illustrated in Fig. 4). In the first slotdistance betweep and its neighboring levet — 1 clusters
(phase0), all nodes withj.L > 0 transmit. In the remaining is 2(3"~1) (From propertyC3). Thus, a levelr summary is
slots, all leveld nodes in each cluster transmit twice, once inomputed based on a level- 1 summary that was generated
each phase. The second transmission by a node within a ro@ngs,,3"~! time ago, since latency between each pair of level
(phase2) takes place after all its neighbors have transmitted atnodes (length of aound) is 7, slots. A levelr —1 summary
least once. The messages that are transmitted during tlotse $s computed based a level— 2 summary, and so on until
are stated in Fig. 5. A simple non-interference schedule tHavel 0. Upon summation, we see that the staleness of a level
satisfies these constraints in a grid network (véitheighbors 0 (individual node) state information in a level summary
per node) is one where all levelnodes take turns. In generalbounded by, s,,3". Now, the maximum distance traveled by
each round will consist of a constant number of slgtsthat a level » summary is3"t! and the latency is bounded by
depends on the schedule chosen. Lgtdenote the duration 7,s,,3" 1. Therefore, the maximum total staleness in the state



of any node; in a levelr summary is bounded byn,s,,3". tance in terms of latency, error and rate of delivery is sigffit
Also, the minimum distance between; and: for which a to guarantee pursuit of evaders and then designed algarithm
level r summary is the smallest level that contains informatiathat periodically deliverdistance sensitivesnapshots of the
abouti is 3"~!. Expressing the maximum staleness in termsystem to pursuing agents.

of the minimum distance, we get the result. ®  The snapshot service designed in this paper can be addi-
Theorem 111.2. In DSS, the error of state of a nodein a tionally optimized for efficiency in the following ways:1)
snapshot received at nodeis O(d) whered = dist(i, j). Firstly compression in the temporal domain can be achieved

by transmitting only the state of nodes that have changed
Proof: Recall from proposition//1.1 that the maximum from the previousound (2) Secondly, the snapshot service
error in the state of a nodeprovided by a levet clusterhead can be specialized to transmit information only to a subset
is bounded byO(3"). The minimum distance betweerand of nodes. With knowledge of future pursuer locations, the
j at whichj gets a level- summary ofi but not a level- —1  algorithm can be tuned at run-time to supply only aggregated
summary ofi is 3"~1. Thus, the error in the state éfin a information in specific directions and thereby realize sgsi
snapshot received gtis O(d), whered = dist(i, j). B in communication cost. In this paper, we have ignored errors

Thus DSSprovides snapshots at each node that satisfy prdp- the underlying object detection service with respect to
erties of distance sensitive latency and error. These hogps Object localization, track association, false alarms aisseu
are updated at each node for all levels at a regular rate with@etections. Consideration of these errors for reliablesyitir
interval of oneround length (),s,,). Extensions taDS.S that control is feasible and is an interesting avenue for further
incorporate distance sensitivity in rate can be found irj.[15 "ésearch.
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