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Abstract

Many architecture–based software reliability models were

proposed in the past. Regardless of the accuracy of these

models, if a considerable uncertainty exists in the estimates

of the operational profile and components reliabilities then a

significant uncertainty exists in calculated software reliability.

Therefore, the traditional way of estimating software reliabil-

ity by plugging point estimates of unknown parameters into the

model may not be appropriate since it discards any variance

due to uncertainty of the parameters. In this paper we propose

a methodology for uncertainty analysis of architecture–based

software reliability models suitable for large complex compo-

nent based applications and applicable throughout the soft-

ware life cycle. First, we describe different approaches to build

the architecture based software reliability model and to esti-

mate parameters. Then, we perform uncertainty analysis using

the method of moments and Monte Carlo simulation which en-

able us to study how the uncertainty of parameters propagates

in the reliability estimate. Both methods are illustrated on two

case studies and compared using several criteria.

1 Introduction

A number of analytical models have been proposed to ad-

dress the problem of quantifying software reliability. One

group of models is focused on modeling reliability growth dur-

ing testing phase [4]. These so called black–box models treat

the software as monolithic whole, considering only its interac-

tions with external environment, without an attempt to model

the internal structure. Black–box models are clearly inappro-

priate for large component–based systems. For these systems,

we need to use a white–box approach that takes into account

the information about the architecture of software made out of

components. An extensive survey on architecture–based soft-

ware reliability models is presented in [6].

Two important questions arise with respect to predications

of software reliability based on models. The first question ad-

dresses the appropriateness of the model. Thus, the model

could be inappropriate because its assumptions may not hold

in practice. The second question addresses the accuracy of pa-

rameters values. Parameters can be estimated using the field

data obtained during testing or operational usage of the soft-

ware, historical data for products with similar functionality, or

reasonable guesses based on the specification and design doc-

umentation. In practice, there is a lot of uncertainty around pa-

rameters because they rarely can be estimated accurately. The

traditional way of estimating software reliability by plugging

point estimates of the unknown parameters into the model [4],

[6] is not appropriate since it discards any variance due to un-

certainty of the parameters.

Traditionally, the most common method for uncertainty

analysis in software reliability is conducting sensitivity studies.

Thus, sensitivity of the software reliability estimation to errors

in the operational profile has been investigated in the context

of black–box reliability growth models [2], [19], [21]. Sen-

sitivity studies of software reliability estimates obtained using

architecture–based models have been presented in [3], [22]. In

these studies the authors assume fixed known values for the

transition probabilities (i.e., fixed operational profile) and de-

rive the sensitivity of the system reliability with respect to the

reliability of each component. Sensitivity studies of software

reliability with respect to the operational profile (i.e., transi-

tion probabilities) and component reliabilities were presented

in [5], [7], [27].

In addition to sensitivity studies, there have been several

attempts to quantify the variability of software reliability. In

[17] authors used black–box approach and assumed that the
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failure probability has prior Beta distribution. Using Bayesian

approach they derived the mean and the variance of the failure

probability for a software system that, in its current version,

has not failed. The same problem was considered in [1] for the

software with partitioned input domain. However, in this work

it was recognized that there is uncertainty in the estimations

of the reliability for each partition (using Beta prior distribu-

tion), as well as uncertainty in the probability of using each

partition (using Dirichlet distribution). In [23] the mean and

the variance of software failure probability were estimated us-

ing Bayesian approach and assuming Beta prior distributions

for component failure probabilities. In another related work

[15] three optimization models for software reliability allo-

cation under an uncertain operational profile were formulated

and solved.

Several papers that use discrete time Markov chains to de-

scribe software usage are also relevant to our work, although

they do not consider software reliability. Thus, in [26] Markov

analysis of software specifications was presented and entropy

was used as a measure of uncertainty. In [25] the impact of un-

certainties in the operational profile on the usage coverage was

analyzed. Uncertainties were specified as intervals of transi-

tion probabilities assuming a uniform distribution in the inter-

val.

From the above it is obvious that uncertainty analysis was

not used systematically and extensively in software reliability.

However, it has been applied in other engineering disciplines.

Thus, several methods for uncertainty analysis of system char-

acteristics from uncertainties in component characteristics are

presented in [9], [10], [28].

In this paper we propose a methodology for uncertainty

analysis of architecture–based software reliability models suit-

able for large complex component–based applications and ap-

plicable throughout the software life cycle. The methodology

addresses the parameter uncertainty problem and enables us to

study how the uncertainty of parameters propagates in the sys-

tem reliability. Within this methodology we are considering

several different methods for uncertainty analysis. Previously

we have used entropy for uncertainty analysis [13]. Entropy is

a well know concept from information theory that allows us to

quantify the uncertainty of the operational profile, uncertainty

of the overall system reliability, and component uncertainties.

Although the obtained results are useful for verification and

validation of component–based systems, this method does not

provide an estimate of software reliability. In this paper we

use method of moments and Monte Carlo simulation to quan-

tify the uncertainty of software reliability estimates.

The proposed methodology provides a systematic way for

uncertainty analysis that can be used for keeping track of the

software evolution throughout the life cycle. Uncertainty as-

sessment also provides valuable information for allocation of

testing efforts. Also, it can be used for certification of software

system given its structure and the inaccuracy in estimation of

its usage. This is an important aspect of our work, because

with the growing emphasis on reuse developers cannot afford

to stay away from reliability certification.

The rest of the paper is organized as follows. The proposed

methodology for uncertainty analysis is presented in Section 2.

The application of the method of moments and Monte Carlo

simulation as methods for uncertainty analysis in software re-

liability are described in Section 3 and Section 4, respectively.

In Section 5 we present the numerical results for two case stud-

ies. In Section 6 we compare different methods for uncertainty

analysis. Finally, the concluding remarks are presented in Sec-

tion 7.

2 Methodology for uncertainty analysis

In order to estimate the system reliability using

architecture–based model we need to know the software

architecture (structure of component interactions), software

usage described by the operational profile (relative frequencies

of component interactions), and software failure behavior

(component reliabilities or failure rates). In [7] we have

shown that the architecture–based software reliability model

presented in [3] provides reliability estimates close to the

actual measured reliability, that is, we have validated the

model appropriateness. In this paper we propose a methodol-

ogy for uncertainty analysis (see Figure 1) and focus on the

assessment of the uncertainty in software reliability due to

uncertainty of modeling parameters. Next, we describe the

proposed methodology in detail.

2.1 Software architecture

Software behavior with respect to the manner in which

different components interact is defined through the soft-

ware architecture. We use state–based approach to build

the architecture–based software reliability model [6], [7].

This approach uses the control flow graph to represent

software architecture. The states represent active compo-

nents and the arcs represent the transfer of control. Based

on the assumption that the transfer of control between
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Figure 1. Methodology for uncertainty analysis of software reliability

components has a Markov property, the architecture is

modeled with a discrete time Markov chain (DTMC) with

a transition probability matrix � � � � � � 	 , where � � � �

Pr � control is transferred from component i to component j  .

Next, we briefly describe two different approaches that we

use to build a DTMC that represents dynamic software

architecture.

� Intended approach is used in early phases of software

development. We base our estimates on historical data

from similar products or on high level information about

software architecture obtained from specification and de-

sign documents. Since, UML is rapidly becoming a stan-

dard for software development, in intended approach we

are looking into the UML annotations such as use cases

and sequence diagrams [29].

� Informed approach is used during late phases of soft-

ware development when testing or field data become

available. Thus, component traces obtained using profil-

ers [30] and test coverage tools [31] can be used to obtain

a set of execution paths and establish the frequency count

of the transition arcs.

Dynamic information in software architecture clearly de-

pends on the software usage, that is, the operational pro-

file. Operational profiles have been developed successfully for

the applications such as real–time telecommunication systems

where the use of the software is predictable because it is related

to identifiable events due to human activity [18]. In general,

the estimation of a trustworthy operational profile is difficult

because it requires anticipating the field usage of the software

and a priori knowledge about the application and system envi-

ronments. A typical example would be process control appli-

cations in which various software components are activated by

complex sequences of events whose frequencies can hardly be

estimated a priori. In other cases, a single operational profile

is not sufficient to describe the use of the product by different

users. Further problems could arise when functions are added

or modified as software systems evolve. As a consequence, the

way in which the software is used also evolves, and the oper-

ational profile changes. These reasons can easily lead to erro-

neous estimates of the operational profile which will directly

affect the reliability estimate. Therefore, it is important to con-

duct uncertainty analysis due to uncertainty in the operational

profile estimation.

2.2 Component failure behavior

The next step in our methodology is to consider components

failure behavior, i.e., estimate the reliability of each compo-

nent. The reliability of the component � is the probability � �

that the component performs its function correctly. Assessing

the reliability of software components clearly depends on the

factors such as whether or not component code is available,

how well the component has been tested, and whether it is a

reused or a new component.

Several techniques for estimating component’s reliability

have been proposed. Software reliability growth models can be

applied to each software component exploiting component’s
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failure data obtained during testing [4], [14]. However, due

to the scarcity of failure data it is not always possible to use

software reliability growth models. Another possibility is to

estimate component’s reliability from explicit consideration

of non–failed executions, possibly together with failures [16],

[17], [20]. The problem that arises with these models is the

large number of executions necessary to establish a reasonable

statistical confidence in the reliability estimate. Finally, one

can use fault injection technique to estimate component’s re-

liability [7], [24]. However, fault–based techniques are only

as powerful as the range of fault classes that they simulate.

Regardless of the technique, the estimates of component relia-

bilities may be inaccurate, which further motivates the use of

uncertainty analysis.

2.3 Combining software architecture with failure
behavior

The presented methodology for uncertainty analysis can be

applied to any architecture–based software reliability model

that has a close form solution for the system reliability. In

this paper we use the model first presented in [3] which uses

composite method to combine software architecture with fail-

ure behavior. Two absorbing states � and � are added to

the DTMC, representing the correct output and failure respec-

tively. The transition probability matrix � is modified to ��

as follows. The original transition probability � � � between the

components � and � is modified into � � � � � , which represents

the probability that the component � produces the correct re-

sult and the control is transferred to component � . The failure

of a component � is considered by creating a directed edge to

failure state � with transition probability � � � � � 
 . The re-

liability of the program is the probability of reaching the ab-

sorbing state � of the DTMC. Let � be the matrix obtained

from �� by deleting rows and columns corresponding to the

absorbing states � and � . The � �  � 
 entry of the matrix � �
represents the probability of reaching state � from � through �
transitions. From initial state � to final state � , the number of

transitions � may vary from � to infinity. It can be shown that�
� � �� � � � � � � � � � 
 # % which means that the � �  � 
 th

element of matrix S denotes the probability of reacing state �
from state � . It follows that the overall system reliability is

given by � � ' % ( � ( .

2.4 Uncertainty analysis

For a given software architecture, there are two sources of

uncertainty in software reliability: the way software is used

(i.e., the operational profile) and the components failure behav-

ior (i.e., components reliabilities). Using the model described

in Section 2.3 we obtain the expression for system reliability

� as a function of transition probabilities � � � and component

reliabilities � � . Regardless of the accuracy of the mathemat-

ical model used to model software reliability, if considerable

uncertainty exists in estimation of the operational profile and

components reliabilities (as it usually does) then a significant

uncertainty exists in calculated system reliability. Therefore,

the traditional approach of computing the point estimate of the

software reliability by plugging point estimates of the param-

eters into the model is not appropriate. Alternatively, we can

treat unknown parameters as random variables and quantify

the uncertainty of system reliability. In this case, the system

reliability is also a random variable.

Different methods can be applied for synthesizing uncer-

tainty in software reliability from uncertainties in component

reliabilities and transition probabilities. Previously we have

used the well–known concepts from information theory for un-

certainty analysis [13]. Although this study provides useful

measures that can guide the process of identifying critical com-

ponents and allocating testing time and resources, it does not

provide an estimate of the software reliability. In this paper we

propose two methods that can be used to assess the uncertainty

in software reliability due to the uncertainty of the operational

profile and component reliabilities. We first expand our earlier

results on the method of moments [8] and then present Monte

Carlo simulation technique. Both methods are illustrated on

two case studies and compared using criteria such as data re-

quirements, reliability measures derived, and accuracy of the

solutions.

It is worth emphasizing that method of moments and Monte

Carlo simulation can be used for assessing the uncertainty of

software reliability in cases when the software testing does not

reveal any failures. Note that the traditional point estimate of

system reliability for the software that in its current version has

not failed will result in system reliability equal to � . Of course,

unless we do exhaustive testing without replacement, we can

never be sure that software reliability is 1.

3 Method of moments

Method of moments is an approximate approach that al-

lows us to generate the moments of system reliability from

the moments of component reliabilities, that is, to quantify

the uncertainty in software reliability due to the uncertainty
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of components reliabilities. Expressions derived in this paper

are valid for independent random variables and do not allow us

to study the uncertainty of the operational profile, that is, the

variation of the transition probabilities � � � . For the method of

moments we first obtain the relationship between system relia-

bility � and the component reliabilities � � � � � � � � � � � � given

by the function � �
�

� � � � � � � � � � � � � � using the model pre-

sented in Section 2.3. If we treat each component reliability

on the right–hand side of this expression as a random vari-

able, then the system reliability is also a random variable. Let�
� � � � be the mean value of the 	 th component reliability and

let � � � � � � �
�

� � � � �
�

� � � � � � � denote its � th central mo-

ment (or moment about the mean). The method of moments

allows us to obtain the estimates of the expected value
�

� � �

and � th central moments � � � � � for system reliability based on

(1) the knowledge of the system structure and the operational

profile � �
�

� � � � � � � � � � � � � � and (2) data on the compo-

nents failures from which estimates of
�

� � � � and � � � � � � for

	 � 	 � 
 � � � � � � can be obtained.

Generating the system reliability moments using the

method of moments is based on expanding the function � ��
� � � � � � � � � � � � � � in a multivariable Taylor series expansion

around the statistically expected values of each of the com-

ponent reliabilities
�

� � � � . Deriving the expression for sys-

tem reliability and the corresponding Taylor coefficients by

hand is cumbersome and can be done only for small systems.

Therefore, generation of system reliability moments using the

method of moments is a natural candidate for automation.

We have used Mathematica to derive the symbolic expression

for system reliability � �
�

� � � � � � � � � � � � � � and its partial

derivates for the Taylor series expansion.

The method of moments is an approximate, rather than an

exact, method because of the omission of higher order terms in

the Taylor series expansion. Thus, the first order Taylor series

expansion is given by

� � � � �
��

�  �

� � � � � �
�

� � � � � (1)

where

� � �
�

�
�

� � � � �
�

� � � � � � � � �
�

� � � � � (2)

� � � � �� � �
��� � �  � � � � � for �  � � � � ! ! ! � ! (3)

Then, the mean and the variance of system reliability are

given by

�
� � � � � � (4)

Var � � � � � � � � � � � ��  �
� �

� Var � � � � � (5)

It is obvious that generating the mean (4) and the variance (5)

of the system reliability from the first order Taylor series ex-

pansion requires the knowledge of the first two central mo-

ments of component reliabilities (
�

� � � � and Var � � � � ). Assess-

ing the value of the variance of software reliability is important

because it is a measure of confidence in the reliability estimate.

Thus, smaller values of the variance correspond to increased

confidence.

The accuracy of the
�

� � � and Var � � � can be improved by

including higher order terms in the Taylor series expansion.

We have also derived the second order Taylor series expansion

� � � � �
��

�  �

� � � � � �
�

� � � � � � 	



��
�  �

� � � � � � �
�

� � � � �
�

�
��

�  �

� � ��
�  �

� � � � � � �
�

� � � � � � � � �
�

� � � � � (6)

where � � and � � are given by equations (2) and (3) respectively

and

� � � � � ( �� � (�
��� � �  � � � � � for �  � � � � ! ! ! �

(7)

� � � � � ( �� � � � � -
��� � .  � � � . � for �  � � � � ! ! ! � ! (8)

It follows that the mean and the variance of the system re-

liability for the second order Taylor approximation are given

by
�

� � � � � � � 	



��
�  �

� � � Var � � � � (9)

Var � � � � ��
�  �

� �
� Var � � � � �

��
�  �

� � ��
�  �

� �
� � Var � � � � Var � � � �

� 	0 ��
�  �

� �
� �

�
� � � � �

�
� � � � � 2 � �

�
�  �

� � � � �
�

� � � � �
�

� � � � � 4 �

�
	0 �

�  �

� �
� � � Var � � � � �

� � (10)

Note that generating the mean (9) and the variance (10) of

system reliability from the second order Taylor series expan-

sion requires the knowledge of the first four central moments of
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component reliabilities. Thus, the second order Taylor approx-

imation provides more accurate estimates for the mean and the

variance of software reliability at the price of higher data re-

quirements.

Although the accuracy may be further increased, the deriva-

tion of the third or higher order approximations would consti-

tute a formidable task and require higher number of central

moments for component reliabilities. Even if the expressions

for the third (or higher) order approximation are derived, it

might happen that the sampling error due to limited number of

observations available for estimation of the central moments of

the component reliabilities will exceed the error introduced by

the omission of higher order terms.

4 Monte Carlo simulation

Monte Carlo simulation allows us to consider the uncer-

tainty of both sources of uncertainty (i.e., the operational pro-

file and component reliabilities). It is an approximate, but pow-

erful method for estimating reliability of the system when the

parameters of the model can be represented by well defined

probability distributions. Direct sampling Monte Carlo method

consists of the repeated generation of random variables from

parameter distributions and their combination according to de-

rived equation for system reliability. Essentially, this is equiv-

alent to constructing many experiments or running many tests

on identical systems.

In this paper we derive the reliability expression � ��
� � � � � � � � using the architecture–based software reliability

model described in Section 2.3. Then, we assign probability

distribution functions to component reliabilities � � and tran-

sition probabilities � � � . These distribution functions can be

based on theoretical assumption or on observed data. We as-

sume that component reliabilities are random variables with

Beta distribution with pdf given by

�
� � � � � � � � � �

�
� �

� � � � � � �
�

� �
� � � � �� � � 	 � � � � � � � (11)

where � � � � � � . We further assume that the rows in the

transition probability matrix are independent and distributed

accordingly to Dirichlet distribution. Thus, the joint density

for the ith row in transition probability matrix has the form

�
� � � � � � � � � � � � � � � � � � � � 
 � � � 
 � � � � � � � 
 � � �

� � 
 � � � � � 
 � � � � � � � � 
 � � �

��
�  �

� � � � � �� �

(12)

where � � � � � and � ��  �
� � � � � .

For the simulation of Dirichlet distribution we use the trans-

formation approach [11] based on the following property [12].

The standard Dirichlet distribution is defined as the distri-

bution of � � � � � � � � � � � � � � where � � � � � � � ��  �
� � and

� � � � � � � 
 � � � � � � are independent, standard Gamma dis-

tributed random variables with shape parameter 
 � . With se-

lection of different parameters Dirichlet distribution can take a

wide variety of shapes. Therefore, even in the cases where the

use of the Dirichlet distribution is not implied by theory, due

to its variety of shapes it will be useful as an approximation.

Our method, however, is not restricted to Dirichlet distribution.

For instance, in some cases it might be assumed that parame-

ters vary by some fixed amount (e.g., � � � � � � � � ) and they are

uniformly distributed in the interval.

5 Uncertainty analysis applied on case studies

5.1 Case study 1

First, we illustrate the uncertainty analysis on the case study

from the European Space Agency (ESA) [7] which consists

of almost 10,000 lines of C code. In this case study compo-

nent traces obtained during testing were used to construct the

software architecture and estimate transition probabilities � � � ,

that is, we use an informed approach. Component reliabilities

� � were estimated using fault injection. Faults reinserted in

the code during the experiment are the real faults discovered

during integration testing and operational use of the program.

Since the program has been extensively used after the last fault

removal without failures, this gold version was used as an or-

acle in the experiment. DTMC that represents software archi-

tecture of the European Space Agency software is shown in

Figure 2. Components 1, 2, and 3 correspond to the Parser,

Computational, and Formatting subsystems respectively. State

E represents the completion of execution.

In the experiment, two faulty versions of the program were

constructed. Faulty version A consists of fault–free component

3 and faulty components 1 and 2, while faulty version B con-

sists of fault–free components 1 and 3 and faulty component 2.

Point estimates for transition probabilities � � � and component

reliabilities � � for both faulty versions are given in Table 1.

Version � � � � � � � � � � � �
A 0.5933 0.7704 0.8428 0.8346 1
B 0.7364 0.6866 1 0.8346 1

Table 1. Parameters for versions A and B

DTMC presented in Figure 3 is a composite state–based

software reliability model of this application. The expression
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Figure 2. Software architecture for the ESA case
study

for the system reliability obtained using the model described

in Section 2.3 is given by

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � (13)
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Figure 3. Architecture–based software reliability
model for the ESA case study

In [7], we have compared the reliability estimated from the

model with the actual reliability. As it can be seen from Ta-

ble 2, the model gives reasonably accurate estimates compared

to the actual reliability for each of the faulty versions, which

validates the model and confirms its appropriateness for this

case study.

Version Actual Estimated Error
reliability reliability

A 0.7393 0.7601 2.81 %
B 0.8782 0.8782 0 %

Table 2. Comparison of the results

In addition to the real case study, we also consider a hy-

pothetical example of software architecture given in Figure 4

which has an additional transition from component 2 to com-

ponent 1. For the example in Figure 4 the system reliability

obtained using the model described in section 2.3 is given by

� �
� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �

� � � � � � � � � � � � �
(14)

p 12

 p23

2

1

3

E

  12

1

p 21

 1-p   -p

1-p

 21  23

Figure 4. Software architecture for the hypothet-
ical example

5.1.1 Uncertainty analysis of the ESA case study based on

method of moments

Next, we illustrate the method of moments on the ESA case

study. For the mean values of component reliabilities
�

� � � � we

use the values of point estimates given in Table 1, while for the

variance we assume Var � � � � � � � � � � �
. In addition to the mean�

� � � and the variance Var � � � of the system reliability, we

estimate the coefficient of variability 	 � �
�

Var � � � �
�

� � �

which is a relative measure of the spread of the distribution and

allows us to compare different distributions. Table 3 compares

the values obtained for the mean, variance, and coefficient of

variability of the system reliability for versions � and � using

first and second order Taylor series expansion. As we already

knew from the point estimates, version � has higher mean re-

liability then version � . The uncertainty analysis provides an

additional information about the variance of the system relia-

bility estimate. Thus, the reliability of version � has a smaller

variance, that is, the distribution is less spread than the distri-

bution of version � . The smaller value of the variance means

that we have a higher confidence in the reliability estimate of

version � . As it can be seen from Table 3, the second order ap-
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proximation does not improve the accuracy for this example.1

First order Second order
Mean 0.7601 0.7601

Version � Variance 0.0068 0.0068
� � 0.1085 0.1085
Mean 0.8782 0.8782

Version � Variance 0.0035 0.0035
� � 0.0671 0.0671

Table 3. Mean and variance of the system relia-
bility for the ESA case study

In general, higher order Taylor series expansion will in-

crease accuracy, as it can be seen from Table 4 which presents

the results obtained for the hypothetical example. In this case

we choose two versions, � and � , with different values for

the transition probability � � � associated with the arc forming

a loop in the model ( � � � � and � � � � respectively) and the same

values for the other parameters (� � � � � � � � � � � � � � � � � � � �

� � �
� � � � � � � � � � �

�
� � � � � � ). In view of Table 4 the fol-

lowing observations are made. The mean system reliability

decreases for higher values of transition probability � � � . Thus,

version � is less reliable than version � . In addition, we see

that for higher values of � � � the coefficient of variability is in-

creasing.

First order Second order
Mean 0.6873 0.6894

Version � Variance 0.0091 0.0089
� � 0.1388 0.1372
Mean 0.5331 0.5454

Version � Variance 0.0114 0.0104
� � 0.2003 0.1874

Table 4. Mean and variance of the system relia-
bility for the hypothetical example

5.1.2 Uncertainty analysis of the ESA case study based on

Monte Carlo simulation

Numerical results presented in this section were obtained using

two commercial tools. First, we use Mathematica to derive

the system reliability expressions � �
�

� � � � � � � � in symbolic

form. Then, we use Crystal Ball 2000 to run the simulations.

In all cases, Monte Carlo simulation was carried for 10,000

trails.

1All second and higher order partial derivates are zero since the system
reliability given by equation (13) is a linear function of component reliabilities.

In Figure 5 we present how the uncertainty in parameters of

version � affects the system reliability. The estimation of the

mean reliability converges in approximately 3000 iterations.

In addition to the mean reliability, we have estimated several

other characteristics of the system reliability distribution [9]:

coefficient of variability � � which is related to the spread of

a distribution, skewness which relates to the lean of a distribu-

tion, and kurtosis which related to the peakedness of a distri-

bution. Note that these measures are relative which allows us

to compare different distributions.

Figure 5. Uncertainty analysis for version A

The frequency chart presented in Figure 5 gives the proba-

bility (frequency) of occurrence for different values of system
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reliability. The range of the reliability is � � � � � �
�

� � � �
� � � � 2 and

the distribution is skewed to the left. We have also done a

distribution fitting for system reliability. In this case Beta dis-

tribution with parameters � � � � � � � �
�

and � � � � � � � � is the

closest fit to the frequency data based on the chi–square fitness

test. Further, we have estimated the percentiles, i.e., certainty

bands. Another interesting observation can be made from the

sensitivity chart in Figure 5. We calculate sensitivity by com-

puting rank correlation coefficients between every parameter

and system reliability. High correlation coefficient means that

the parameter has a significant impact on software reliability

(both through its uncertainty and its model sensitivity). Pos-

itive coefficients indicate that an increase in the parameter is

associated with an increase in the reliability. Negative coeffi-

cients imply the reverse situation. In this example, even though

the variation of component reliabilities is small, they play crit-

ical role in the variation of system reliability. As it can be seen

from the sensitivity chart
�

� � � � of the reliability variation is

due to reliabilities � � and � � .

In Figure 6 we present the results for version � obtained

by varying transitions probabilities and component reliabili-

ties. The reliability range in this case is � � �
�

� � � � � � � �
� � � 3 and

the reliability distribution is also skewed to the left. As it can

be seen from the values given in Table 5 the reliability distribu-

tion of version � has higher mean and smaller variance. Fur-

ther, it is more skewed to the left (that is, concentrated to the

right), with higher peak. Also, certainty bands for version �

are narrower than for version � . The system reliability is still

more sensitive to the variation of the component reliabilities,

although with smaller contribution to the variance (86.2%).

Version Mean Coefficient Skewness Kurtosis
of variability

A 0.7594 0.1126 -0.4781 3.1644
B 0.8798 0.0722 -0.9313 4.0617

Table 5. Characteristics of reliability distribu-
tions for versions A and B

Our next numerical example illustrates the uncertainty anal-

ysis for the hypothetical example presented in Figure 4. Ta-

ble 6 compares the characteristics of the system reliability dis-

tribution for three different values of transition probability � �
�

associated with the arc forming a loop in the model. As it can

be seen from Table 6, the mean system reliability decreases for

2For the sake of comparison the displayed range is � � � 	 
 � �
3For the sake of comparison the displayed range is � � � 	 
 � �

Figure 6. Uncertainty analysis for version B

higher values of transition probability � �
�
. In addition, we see

that for higher values of � �
�

the coefficient of variability is in-

creasing, distribution skewness is moving to the right, and the

peak is decreasing.

� �
� Mean Coefficient Skewness Kurtosis

of variability
0 0.7318 0.1225 -0.4458 3.0745
0.5 0.6246 0.1886 -0.2524 2.7510
0.95 0.4109 0.4112 0.1334 2.4294

Table 6. Characteristics of reliability distribution
for the hypothetical example
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Figure 7. Uncertainty analysis ( � � � � � )

It is obvious from Figures 7 and 8 that the characteristics

of the system reliability distribution are very sensitive to the

values of modeling parameters. We already knew from the

point estimates [7] that the system reliability for � �
�

� � �
�

�

is significantly lower that for � �
�

� � . In addition, from

uncertainty analysis we observe that the reliability distribu-

tion for � �
�

� � �
�

� is widely spread and has wider certainty

bands compared to � �
�

� � . Also, the parameters contribu-

tion to the variance of system reliability changes significantly.

Thus, in the case of � �
�

� � reliabilities �
�

and � � con-

tribute
�

� � � � to the variance of system reliability, while in the

case of � �
�

� � �
�

� they contribute only �
�

� � � . Even more,

Figure 8. Uncertainty analysis ( � � � � � � � 
 )

when � �
�

� � �
�

� the highest effect on the system reliability

is coming from transition probability �
� �

� � � �
�

� which

contributes � � � � � to the variance of system reliability. These

results clearly illustrate the usefulness of uncertainty analysis

and motivate its systematic use for software reliability predic-

tion.

5.2 Case study 2

In this section, we illustrate the methods for uncertainty

analysis on the example adopted from [3]. The application has

10 components and its architecture is described by the DTMC

presented in Figure 9. The mean values of non–zero transition
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�
�

� � � � � � �
� � � � � � � �

� � � � � � � �
�

� � � � � �

� � � � � � � � � � � � � � � � � � � � � �
� �

� � � � � � � � � � � � � � �
�

� � � � � � �
� � �

� � � � � � � � � � � �
� �

� � � � � � �
� � � � � � � � � � � � � � �

� �
� �

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �
�

� � � � � � � � � � � � � � � � � � � � � �
� �

� � � � � � � � � � � � � � � � � � � � � � � �
� �

� � � � � � � � � �
� � � � � � �

� � � � � � �
� �

� � � � � � �
� �

Table 7. Mean values of transition probabilities and component reliabilities

probabilities � � � and mean component reliabilities � � are given

in Table 7.

Figure 9. Software architecture for the case
study 2

First, we study the uncertainty of software reliability due to

uncertainty of components reliabilities. For this purpose, we

use the mean values of component reliabilities
	

� � � � given

in Table 7 and assume variances
	 
 � � �

�
� �

	 
 � � � � � �
	 
 � � � � � � � � � � � � �

	 
 � � � � � �
	 
 � � � � � �

	 
 � � � � � �
	 
 � � � � � �

	 
 � � � � � �
	 
 � � � � � �

	 
 � � �
� � � � � � � � � . As it

can be seen from Table 8, the values of the mean
	

� � � and the

variance
	 
 � � � � of the system reliability estimated using the

method of moments and Monte Carlo simulation are in close

agreement.

Next, we consider both sources of uncertainty (operational

profile and components reliabilities) and study their effect on

First order Second order Monte Carlo
Mean 0.8299 0.8319 0.8304

Variance 0.0036 0.0035 0.0035

Table 8. Mean and variance of the system relia-
bility for case study 2

system reliability using Monte Carlo simulation. Frequency

chart, certainty bands, and sensitivity chart for the case study

2 are given in Figure 10. The reliability range in this case is

� � � �
� � � � � � �

� � � � with a mean � � � � � � , variance � � � �
�

� and dis-

tribution skewed to the left. From the sensitivity chart it can

be seen that 17 parameters contribute less than 1% each and

8 parameters contribute between 1% – 5% each to the vari-

ance in software reliability. Further, the 4 parameters (out of

29) with the highest sensitivity ranking ( � � � � � � � � � � � � ) con-

tribute 77.2% of the variance in the reliability. Among transi-

tion probabilities � � � has the highest sensitivity ranking with

4.9% contribution to the variance in software reliability.

6 Comparison of the methods for uncertainty
analysis

The choice of the method for uncertainty analysis in soft-

ware reliability that is most appropriate for a given application

depends on the criteria such as data requirements, reliability

measures derived, and accuracy of the solution. In this section

we first summarize in Table 9 the basic characteristics of dif-

ferent methods for uncertainty analysis and then discuss them

in detail.

The method for uncertainty analysis based on entropy and

theory of Markov chains presented in [13] allows us to char-

acterize the uncertainty in operational profile and software re-

liability with a single value. Thus, the operational profile with

higher entropy value will have exponentially greater number

of statistically typical paths. In [13] we have also derived the
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Figure 10. Uncertainty analysis for case study 2

uncertainty and expected execution rate of software compo-

nents. The limitation of the entropy approach is that it does

not provide an estimate of software reliability measures. Thus,

we can say that entropy as a method for studying uncertainty is

complementary with the method of moments and Monte Carlo

simulation.

An advantage of the method of moments over Monte Carlo

simulation is the lower data requirements. This method only

requires the moments of components reliabilities that may be

calculated easily directly from test data (i.e., no distribution

must be specified). Further, method of moments is an ana-

lytical method and therefore generation of random numbers is

not required. A limitation of method of moments is that accu-

racy may be increased only by including higher order terms in

the Taylor series expansion. This is in contrast to the Monte

Carlo simulation where, in principle, the accuracy may be ar-

bitrary increased simply by increasing the number of simula-

tions. Also, the accuracy of method of moments is not read-

ily quantifiable. Thus, if a determination of the precise accu-

racy of an uncertainty analysis is required, the Monte Carlo

method should be used. Also, Monte Carlo simulation pro-

vides a reacher set of reliability measures such as moments,

distribution function, and percentiles of system reliability, as

well as sensitivity ranking of the parameters accordingly to the

contribution to the variance. Additional advantage of Monte

Carlo simulation is that it allows us to quantify uncertainty due

to both operational profile and components reliabilities. Note

that method of moment may be applied to consider the un-

certainty in the operational profile, however, these expressions

will be harder to derive due to their complexity.

7 Conclusion

In this paper we have presented a methodology for un-

certainty analysis of software reliability that can be applied

throughout the software life cycle. Within this methodology,

we have used method of moments and Monte Carlo simula-

tion to analyze how the uncertainty of the parameters prop-

agates into the estimates of software reliability. Since the

architecture–based approach allows insight into the dynamic

behavior of software executions, we have also studied the ef-
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Method Data requirements Reliability measures Accuracy of the solution
Entropy [13] Point estimate N/A Exact analytical solution

Method of
moments

Moments of components
reliabilities

Moments Approximate method; analytical solution

� accuracy may be increased by higher or-
der Taylor series

Monte Carlo
simulation

� Distribution functions
of transition probabil-
ities and component
reliabilities

� Generation of random
numbers

� Distribution

� Moments

� Percentiles

� Parameters contribu-
tion to the variance

Approximate method; simulation

� accuracy may be increased by increasing
the sample size

� sampling errors may be involved in case
of long tail distributions

Table 9. Comparison of methods for uncertainty analysis

fect of different parameters on the uncertainty of software re-

liability. Obviously, the uncertainty analysis provides richer

measures of software reliability than the traditional point es-

timate. These measures can be used for guiding allocation of

testing efforts, making quantitative claims about the quality of

the software subjected to different operational usages, and for

reliability certification of component–based software systems.

We believe that the uncertainty analysis of software reliability

is not only important but also necessary, especially if we want

to make predictions early in the life cycle and keep track of

software evolution.
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