EE236A (Fall 2013-14)

Lecture 5
Alternatives

e theorem of alternatives for linear inequalities

e Farkas' lemma and other variants
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Theorem of alternatives for linear inequalities

for given A, b, exactly one of the following two statements is true

1. there exists an x that satisfies Az < b

2. there exists a z that satisfies z > 0, ATz =0, b1z < 0

e it is clear that 1 and 2 cannot be both true:

Ar <b, z>0 — zT(A:U—b)SO
Atz=0, b'2<0 — Az —b) >0

e proof that 1 and 2 cannot be both false is less obvious (see page 5-7)

e 2 in statement 2 is a certificate of infeasibility of Az <b
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Farkas' lemma

for given A, b, exactly one of the following statements is true:

1. there exists an x with with Az =06, x > 0
2. there exists a y with ATy >0, bTy < 0

proof: apply previous theorem to

A b
—Alxz< | —=b
L _I — - O —

e this system is infeasible if and only if there exist u, v, w such that
u>0,v>0, w>0, Al (u—v) = w, b! (v —v) <0
e in simpler notation (defining y = u —v): ATy >0, bly <0
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Geometric interpretation of Farkas’ lemma

assume A is m X n with columns a;

first alternative

n
b:Za:'iai, x; >0, 1=1,...,n
i=1
b is in the cone generated by the columns of A

second alternative

yla; >0, i=1,...,m, y1'h < 0

the hyperplane y!'z = 0 separates b from aq, . . .
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Mixed inequalities and equalities

given A, b, C, d, exactly one of the following statements is true

1. there exists an x that satisfies

Ax < b,

2. there exist y, z that satisfy

z >0,

Atz 4+ Cty =0,

proof: apply theorem of page 5-2 to
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Cr=d

blz4+dly <0
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Exercise: strict inequalities
show that exactly one of the following statements is true

1. there exists an x that satisfies

Ax < b, Bx <c

2. there exist y, z that satisfy

y >0, z >0, Aty + BTz =0,

and
bly+ ¢tz <0 or bly+clz2=0 y+#0

hint. statement 1 is equivalent to: there exist u, ¢ such that

Au <tb—1, Bu < tc, t>1
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Proof of the theorem of alternatives

e we show that if statement 1 on page 5-2 is false, then 2 is true

e the proof is by induction on the column dimension of A

basic case: if A has zero columns, the alternatives are
1. b>0
2. there exists a z > 0 with b1z < 0

clearly, if 1 is false (b; < O for some %), then 2 is true (take z = ¢;)

induction step

e assume the theorem holds for sets of inequalities with n — 1 variables

e consider an inequality Az < b with an m x n matrix A
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e we divide the inequalities Az < b in three groups:

e scale the inequalities with A;,, # 0 to get an equivalent system

n—1

Z Cirxr +x, <d; for 1 € I_|_

k=1
n—1

ZC’ikazk—andi fors e I_
k=1

n—1
Z Azkﬂjk < bz for ¢ € ]0
k=1

where

th = _Azk/Azn 1€ 1 L _bz/Azn 1€ 1_
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e the inequalities indexed by I, and I_ hold for some x,, if and only if

n—1 n—1
max Caoxr—d; | <min | d;, — Crx
o (S -) < (4 K

e therefore Az < b is solvable if and only if there exist (z1,...,x,_1) s.t.
n—1
Z(C’ik—l—Cjk)aﬁk <d; +d; foralliel_, jel,
k=1

n—1
ZAikxk <b;, forallicl
k=1

this is a system of inequalities with n — 1 variables
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e if this system is infeasible, there exist u;; (1 € I_, j € I.), v; (i € Iy),

ui; >0 foriecl_, jel,, v, >0 fore el

Z (Cik—'_cjk)uij—l_zviAik:Oa k=1,....n—1

el_,jely 1€

Z (dz + dj)uz-j + Z b;v; <0

el_,jely 1€

e now define

1
2 = Z Uy forv e I_

_Ain jels
1 .
zj:%Zuij for j € I,
I jer_
Zi = U; for ¢ € I

to get a vector z that satisfies z > 0, ATz2=0,b12<0
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