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Well-Founded Induction

Well-Founded Induction

Definition

A binary predicate ≺ over a set S, is a well-founded relation, if and only if there does
not exist an infinite sequence s1, s2, . . . of elements of S, such that

s1 � s2 � s3 . . . ,

where, s ≺ t if and only if t � s. In other words, each sequence of elements of S, that
decreases as per ≺ is finite.

Example

Is the relation < well-founded over N? Q?

Axiom Schema

Well-founded induction generalizes complete induction to any arbitrary theory T , by
allowing the use of any binary predicate ≺, that is well-founded in the domain of every
T -interpretation. It is defined by the following schema

[(∀n) (∀n′) ((n′ ≺ n)→ F (n′))→ F (n)]→ (∀x) F (x).
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Well-Founded Induction

Main idea

Clarifying the schema

Assume as the inductive hypothesis, that F [n′] is T -valid for all n′ ≺ n, where n is
chosen arbitrarily. Then show that F [n] is T -valid. Complete induction over the natural
numbers is a specific instance of well-founded induction.

Lexicographic extension

Well-founded induction need not be restricted to the intended domain D of a theory T .
A useful class of well-founded relations are lexicographic relations. From a finite set of
pairs of sets and well-founded relations: (S1,≺1), (S2,≺2), . . . (Sn,≺n), construct the
set,

S = S1 × S2 . . .× Sn

and define the relation, ≺,

(s1, s2, . . . , sn) ≺ (t1, t2, . . . tn)⇔ ∨n
i=1

(
(si ≺ ti ) ∧i−1

j=1 (sj = tj )
)
.

In other words, given s = (s1, s2, . . . , sn) and t = (t1, t2, . . . , tn), s ≺ t , if and only if
si ≺ ti for some position i , and for all preceding positions j , sj = tj . For convenience,
we use s̄ to denote (s1, s2, . . . , sn).
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Well-Founded Induction

Lexicographic induction

Axiom schema

(
(∀n̄)

(
(∀n̄′) (n′ ≺ n)→ F [n̄′]

)
→ F [n̄]

)
→ (∀x̄) F [x̄ ].

Note

The only difference between lexicographic induction and well-formed induction, is that
in the former we consider tuples rather than single elements.
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Well-Founded Induction

Illustrative example

Ackermann function

Assume that the theory of Presburger arithmetic, TN is augmented by the following
axioms, which define the Ackermann function:

(∀y) A(0, y) = y + 1

(∀x) A(x + 1, 0) = A(x , 1)

(∀x)(∀y) A(x + 1, y + 1) = A(x ,A(x + 1, y))

Compute A(0, 0), A(1, 1), A(2, 2), A(3, 3), A(4, 4).
Define the relation <2 for 2-tuples.
Argue that (∀x)(∀y) A(x , y) > y .
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Well-Founded Induction

Another example

Example

Assume that you have a bag containing one or more chips, which are colored red,
yellow or blue. If there is exactly one chip in the bag, you take it out. Otherwise, you
remove two chips at random, as per the following rules:

(i) If one of the two chips that were removed is red, you do not put any chips in the
bag.

(ii) If both the chips that were removed are yellow, you put one yellow chip and five
blue chips in the bag.

(iii) If one of the two chips that were removed is blue and the other is not red, you put
ten red chips in the bag.

Have we covered all the cases? Does the above process always halt?
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